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ABSTRACT

MODELS AND MECHANISMS FOR INTEGRATING

CORTICAL FEATURE SPACES

Joseph Daniel Monaco

The medial temporal lobe memory system is the seat of explicit memory

in mammals, including both recognition and episodic memory. Recogni-

tion is the sense that an object, a scene, or some other context has been

experienced previously. Episodic memory is the automatic and long-term

storage of life’s experiences, each separate and distinct. These very different

forms of memory are served by different subsystems in the medial temporal

lobe and hippocampal formation. The difference in computational function

may result from differences in the structure of the inputs that drive their

respective networks. We examine models and mechanisms participating in

both of these memory subsystems. Particularly, we consider how the high-

order feature spaces that they integrate participate in the underlying com-

putation. The primate perirhinal cortex computes a familiarity signal for

high-order objective features, an input space with structured correlations.

We present a minimal model of this familiarity signal and show that word-

frequency information is encoded in the space of semantic similarity. The

hippocampus in rodents is critical to their ability to navigate through the



world and learn their spatial surroundings, but it also provides a model for

episodic memory. We present a mechanism that provides rapid sparsifica-

tion of the spatial inputs to hippocampus and produces informative spatial

representations. This mechanism may enable fast contextual learning in

unfamiliar environments and, simultaneously, provide the distinct basis of

activity necessary for encoding episodic memory.
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Chapter 1

Small Worlds and Random Graphs
for Recognition and Recall

The sight of the little madeleine had recalled nothing to my mind be-
fore I tasted it; perhaps because I had so often seen such things in the
interval, without tasting them, on the trays in pastry-cooks’ windows,
that their image had dissociated itself from those Combray days to take
its place among others more recent; perhaps because of those memo-
ries, so long abandoned and put out of mind, nothing now survived,
everything was scattered; the forms of things, including that of the lit-
tle scallop-shell of pastry, so richly sensual under its severe, religious
folds, were either obliterated or had been so long dormant as to have
lost the power of expansion which would have allowed them to resume
their place in my consciousness.

—Marcel Proust, À la recherche du temps perdu

1



2 Chapter 1

Summary

We introduce the broad themes and concepts investigated in later chapters from

the perspective of mnemonic function. First, we describe the medial temporal

lobe and its support for both recognition and episodic memory. We discuss the

view supporting parallel streams of cortical input to the hippocampal formation

in terms of the differing encoding/retrieval requirements for these types of mem-

ory. Next, we review familiarity discrimination in the perirhinal cortex of primates

and discuss the structure of the feature spaces that it integrates. Finally, we review

the entorhinal–hippocampal system of spatial representation in rodents as a model

for understanding episodic memory.

1.1 Introduction

It has been widely recognized that the various subregions of the hippocampal for-

mation (HF) and the surrounding parahippocampal areas (PHA) are the seat of

explicit, or declarative, memory. These medial temporal lobe (MTL) structures

enable diverse capabilities relating to the long-term storage of experiential and

semantic knowledge (Squire and Zola, 1998; Squire et al., 2004). This functional

diversity is reflected in the complexity of anatomy, connectivity and integrative

processing of high-order neocortical inputs evident among the subregions of the

parahippocampal–hippocampal network (Figure 1.1; van Strien et al., 2009).

The study of the famous patient H. M., now known to have been Henry Gus-

tav Molaison (1926–2008), demonstrated the functional and anatomical separabil-

ity of the declarative memory system from that of implicit, procedural and mo-

tor learning (Scoville and Milner, 1957; Carey, 2008). His extensive bilateral le-

sions included the HF and most of the MTL, resulting in the inability to form new
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Figure 1.1 Overview of the main connections among the hippocampal
subnetworks and adjacent parahippocampal areas. This diagram illus-
trates the conventional view that neocortex feeds multimodal input to the
PHA cortical areas, which are reciprocally connected to the HF via the
interface between entorhinal cortex (EC) and the “trisynaptic loop” of hip-
pocampus consisting of DG, CA3, CA1, and subiculum (Sub). Parallel
processing paths are emphasized: perirhinal (PER) to the lateral entorhi-
nal area (LEA); postrhinal (POR) to the medial entorhinal area (MEA).
Other parahippocampal areas shown are the presubiculum (PrS) and para-
subiculum (PaS). Adapted from van Strien et al. (2009).

episodic memories; however, the relatively minimal damage to his lateral tempo-

ral cortex may have preserved his semantic memory (Schmolck et al., 2002; Levy

et al., 2004). This illustrates a further dissociation within the MTL memory system:

that between episodic memory, for one-time events, and semantic and recognition

memory, for facts, objects, and familiarity judgments relating to stimuli that may

be experienced repeatedly over a lifetime. The HF and especially the subregions

CA3 and CA1 of hippocampus are likely to be involved in the item–context associ-

ations necessary for efficiently encoding and storing single episodes (Eichenbaum,

1999; Knierim et al., 2006; Colgin et al., 2008). Recognition memory has been exten-

sively characterized as a dual mechanism consisting of familiarity discrimination
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and recollection (Yonelinas, 2002; Rugg and Yonelinas, 2003), with the latter in-

volving contextual retrieval whereas familiarity refers to the sense or judgment

of prior occurrence. Neural responses consistent with recognition have been ob-

served throughout the HF and adjacent cortical areas in MTL (e.g., Fahy et al.,

1993), but perirhinal cortex is undisputedly central to high-order, object-specific

recognition (Suzuki, 1996; Murray and Bussey, 1999; Murray et al., 2007; Squire

et al., 2007). Hippocampus also participates in recognition, though responses there

tend to more abstractly signal novelty and usually in conjunction with other high-

level features such as task requirements (Levy et al., 2004).

We consider these forms of memory, familiarity-based recognition and episodic

memory, in the context of the structure–function relationships with their respec-

tive high-order cortical inputs. Both mechanisms ultimately integrate and asso-

ciate high-level feature spaces, whether semantic, objective, or spatial, that are pre-

sented to their respective mnemonic networks as experiences occur. According to

the conventional view, afferents from the top of hierarchically-organized sensory

pathways in neocortex project to the PHA subnetworks, and these then recipro-

cally innervate the hippocampal subregions largely via entorhinal cortex (Canto

et al., 2008; van Strien et al., 2009). This view further posits parallel streams of in-

put, in which the perirhinal and postrhinal cortices are points of convergence for

neocortical afferents that project, respectively, to lateral and medial entorhinal cor-

tex (Figure 1.1). In rat hippocampus, this entails a dissociation between spatial and

non-spatial inputs (Hargreaves et al., 2005) that may form the basis for separate ob-

ject and space pathways underlying a putative rodent analog of episodic memory

(Eichenbaum, 1999; Knierim et al., 2006). Given this, and somewhat simplistically,

we can say that familiarity-based recognition and the context-dependent encod-

ing of episodic memory operate both at different levels of abstraction and depend
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on different processing streams. That is, object familiarity operates based on di-

rect neocortical inputs in the lateral (object) stream, while contextual association

in hippocampus relies on higher-level entorhinal inputs from the medial (spatial)

stream (Figure 1.1). Familiarity discrimination and episodic memory also have

vastly different encoding and retrieval requirements, indicating that differences in

the structure of their respective input spaces may reflect different computational

constraints.

Efficient memory encoding to avoid interference and maximize capacity re-

quires pattern separation. Pattern separation refers to any process that transforms

similar patterns of activity into less similar, or perhaps orthogonal, output pat-

terns. This prevents newly encoded activity patterns from interfering with those

of previously stored memories; however, it also works against pattern completion,

in which an associated cue or partial stimulus can induce item retrieval. With per-

fect pattern separation, there would be no relationship between the stimulus that

induced the encoding of a memory and the activity pattern in which it was stored.

This would make retrieval difficult or impossible without a specialized decoder

mechanism. Such a role has been proposed for CA1 in hippocampus (Levy, 1989;

O’Reilly and McClelland, 1994; Hasselmo, 1995). Although decoder models based

on strong entorhinal input to CA1 have been rejected (Levy et al., 1995), cholinergic

modulation of the relative strengths of its Schaffer collateral and entorhinal inputs

may in fact support a decoder role for CA1 (Hasselmo and Schnell, 1994). Gener-

ally, pattern separation and completion should be balanced to minimize inefficien-

cies in encoding and retrieval. O’Reilly and McClelland (1994) suggested, using a

“Hebb–Marr” model of the entorhinal projection to dentate gyrus (DG) and CA3,

that hippocampus is structurally well-balanced in this respect. Indeed, the dual

inputs to CA3, strong mossy-fiber synapses from DG and dispersed but modifi-
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Figure 1.2 Ventral pathway carrying visual information to the temporal
pole, where it converges with other sensory and polymodal pathways
in perirhinal cortex. A. Diagrams of perirhinal cortex location in monkey
and human (left hemisphere, ventral view, top is rostral). B. Diagram of
the object-analyzer pathway in monkey, which carries information from
the first-order visual cortex (V1) caudally through a sequence of higher-
order cortical fields to area TE (inferotemporal cortex) rostrally. Perirhinal
cortex is located medially (not shown), opposite area TE. C. Significant di-
versity and convergence of polymodal inputs to perirhinal cortex, making
it the first field in the visual pathway to integrate information from other
sensory pathways. Adapted from Murray et al. (2007).

able perforant-path synapses from entorhinal cortex (Figure 1.4c), may be uniquely

suitable to minimize this encoding/retrieval trade-off (Treves and Rolls, 1992). Be-

low, we briefly review and compare two specific mnemonic systems: familiarity

discrimination in primate perirhinal cortex and spatial representations in the ro-

dent entorhinal–hippocampal network. We discuss the structure of the respec-

tive cortical inputs with consideration for their differing separation–completion

requirements.
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1.2 Feature correlations and familiarity

First, we consider familiarity discrimination in perirhinal (PER) cortex of human

and non-human primates. PER is located on the ventromedial aspect of the tempo-

ral lobe (Figure 1.2a), consisting of Brodmann areas 35 and 36. It extends anteriorly

to the medial portion of the temporal pole (Suzuki, 1996) and far enough laterally

to border area TE in monkeys and inferotemporal (IT) cortex in humans (Murray

and Bussey, 1999). Indeed, PER integrates high-order visual information from the

unimodal object-identification pathway (Figure 1.2b), which consists of a series of

visual cortical subfields starting caudally with V1 and progressing to areas TEO

and TE in monkey (Murray et al., 2007). Though the most prominent, the visual

pathway is not the only cortical projection to converge in this part of the tem-

poral lobe. PER receives largely reciprocal connections from somatosensory and

auditory association areas as well as polymodal inputs such as orbitofrontal cortex

(Figure 1.2c; Suzuki, 1996; Murray et al., 2007). Medially, PER shares a substantial

border with the lateral aspect of entorhinal cortex (LEC) and regions within the

PHA (Figure 1.2a), giving rise to strong reciprocal connectivity between PER and

LEC (Figure 1.1). Thus, the two primary characteristics of perirhinal connectivity

are its extreme convergence of unimodal and polymodal cortical inputs, with an

emphasis on visual-object information, and its major projection to the HF through

the lateral stream (Suzuki, 1996; Insausti and Amaral, 2008). That is, perirhinal

cortex funnels high-bandwidth, high-order objective and experiential information

into the hippocampal object-processing stream.

Neural responses indicating stimulus familiarity have been found throughout

the anterior inferotemporal lobe and MTL structures such as perirhinal and en-

torhinal cortex (for review, see Brown and Xiang, 1998). Recordings from mon-
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Figure 1.3 Familiarity neurons in anterior inferotemporal cortex respond
with decreased firing to familiar stimuli. Area TE neurons classified as
“familiarity” units, which are found throughout MTL including perirhinal
cortex, have decreased responses to familiar stimuli. Within-trial repeti-
tions of novel stimuli do not elicit this stimulus-specific decrease; the re-
sponse develops 4–8 minutes after initial presentation and is still evident
after 24 hours. Adapted from Xiang and Brown (1998).

keys performing visual recognition tasks found a diversity of neurons with re-

sponses indicating recency, familiarity or novelty (Miller et al., 1991; Fahy et al.,

1993; Sobotka and Ringo, 1993; Xiang and Brown, 1998). The familiarity response,

a putative signal for familiarity discrimination, consists of a significant decrease

in firing rate upon presentation of a previously experienced stimulus (Figure 1.3).

Notably, an experiment involving hemispheric transfer by transecting the corpus

callosum dissociated this stimulus-specific “repetitive response suppression” from

recognition performance (Sobotka and Ringo, 1996), indicating the response may

not be a neural correlate of behavior. However, more recent evidence from animal

lesion, electrophysiology, and even human functional imaging studies increasingly

suggests both a dissociation between familiarity and recollection and that the crit-

ical neural substrate of stimulus-specific familiarity discrimination in MTL is in-

deed the PER response decrease (for review, see Aggleton and Brown, 2006).

For a familiarity neuron in MTL, the repeated presentation of a stimulus does
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not elicit the decreased response immediately. It takes several minutes for the

response to develop, after which it is evident at least 24 hours later (Xiang and

Brown, 1998). This indicates that a slow, plastic process of synaptic modification

may produce the familiarity response. It was initially unclear whether the site

of this synaptic change was perirhinal cortex or its immediate afferent area TE:

both areas produce the familiarity response and are necessary for performance on

delayed-match-to-sample recognition tasks. These observations for area TE may

just reflect the feedback connections from PER and the necessity of area-TE input

for eliciting the PER response (Brown and Xiang, 1998). However, shorter response

latencies for familiarity neurons in area TE than in PER suggest that inferotemporal

activity contributes to the familiarity response, and subsequent synaptic plasticity,

in PER (Xiang and Brown, 1998). Indeed, a novel form of activity-dependent long-

term depression (LTD) in rat perirhinal cortex may provide a mechanism for the

plastic change underlying the firing rate decrease (Cho et al., 2000).

Computationally, the familiarity discrimination process in perirhinal cortex must

transform single-trial presentations of particular high-order feature vectors into a

long-term learning signal that attenuates future network responses to subsequent

presentations of those features. Consider the feature space integrated by a familiar-

ity network in perirhinal cortex. It has been suggested that sensory neocortex must

build stable representations of objects and modalities for association areas to have

meaningful sensory information (O’Reilly and McClelland, 1994). This entails not

pattern separation but the clustering of similar patterns. Indeed, high-level per-

ceptual categorization is well-known in IT cortex (Miller et al., 2003); further, the

semantic clustering of perceptual stimuli appears to be both fine-grained and hi-

erarchically organized (Kiani et al., 2007). All of which means that semantically

similar visual or objective stimuli are likely to elicit similar population responses
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in monkey area TE and human IT cortex. A recollective process would require pat-

tern separation on these correlated features to avoid interference during retrieval,

but retrieval for a pure familiarity discrimination process requires just a scalar out-

put commensurate with the relative familiarity or novelty of the stimulus. Since

the context of the stimulus is irrelevant to the output, a familiarity discrimination

process only needs to assess the likelihood that some combination of features was

presented previously. Indeed, models of perirhinal familiarity discrimination have

shown that if recollection is separate from the familiarity network, then familiarity-

based recognition is very fast and has a very high capacity (Sohal and Hasselmo,

2000; Bogacz et al., 2001b; Norman and O’Reilly, 2003). Interestingly, Bogacz and

Brown (2003) show that a network with anti-Hebbian synaptic modification is able

to learn to ignore shared features so that it is only responsive to novel features.

This enables much higher capacity than models that rely on Hebbian association

to learn stimulus representations, but may actually lead to too little interference to

explain known interference effects in recognition (Norman and O’Reilly, 2003).

Finally, the PER familiarity mechanism may be critically involved in lexical-

semantic recognition memory: this is the memory of words and their semantic

associations. MRI and functional imaging in humans demonstrate that the degree

of atrophy within the anterior temporal lobe and perirhinal cortex in particular

correlates with the severity of semantic dementia in patients (Hodges and Pat-

terson, 2007). It is possible that the apparent anatomical specificity of semantic

dementia may reflect correlations with more generalized neurological deteriora-

tion (Schmolck et al., 2002; Levy et al., 2004). Nonetheless, semantic dementia is

characterized by deficits of lexical expressiveness, receptive vocabulary, general

semantic knowledge of objects, and the ablility to define low-frequency words.

Similar to perceptual object categorization, the structure of lexical feature spaces
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may be highly clustered. To verify this, Steyvers and Tenenbaum (2005) performed

clustering analyses on several empirically determined semantic spaces as well as

a simple model of semantic growth. They found that both the empirical spaces

and model semantic networks exhibited small-world statistics, characterized by

short average path lengths and a high degree of clustering. To assess the effects

of the detailed structure of these spaces in recognition, we studied a minimal

network model of familiarity discrimination using an empirical word-association

space as input (Chapter 2; Monaco et al., 2007). We found that input correlations

decreased recognition capacity overall but, notably, produced qualitatively correct

word-frequency effects.

1.3 Space, orthogonality and the recall of experience

Next, we consider the system of spatial representation in the medial entorhinal

cortex (MEC) and the perforant path structures in hippocampus, dentate gyrus

(DG) and subregion CA3. The entorhinal cortex (Figure 1.4a–b) and the perforant

path (PP) projections (Figure 1.4c) to DG have been studied extensively from the

beginning of neuroanatomical study (Ramón y Cajal, 1901) to the era of three-

dimensional computer reconstruction techniques (Dolorfo and Amaral, 1998). Fa-

mously, Ramón y Cajal noted the critical importance of the entorhinal structure to

hippocampal function by asserting that were it a visual area, so should be the hip-

pocampus. The entorhinal cortex critically relays neocortical and PHA-originated

projections through the PP to the HF. The major portion of the PP consists of axons

from entorhinal layer II cells, though other layers contribute, which innervate the

entire transverse axis of DG and send collaterals directly to stratum lacunosum-

moleculare (s.lm.) of CA3 (Witter, 2007; Canto et al., 2008). The primary division
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Figure 1.4 Differential connectivity of medial and lateral entorhinal cor-
tex in the rat, with projections to the hippocampal subfields. A. Surface
map of entorhinal cortex showing medial–lateral division (yellow line;
the dorsolateral–ventromedial hippocampal projection gradient is colored
magenta–blue). B. Entorhinal map superposed on posteriolateral view of
rat brain. C. Photomicrograph of horizontal section, with schematic illus-
tration of the perforant path (blue) and temporoammonic tract (red) pro-
jections to hippocampus. Adapted from Canto et al. (2008) (A and B) and
Brun et al. (2008) (C).

in the entorhinal projection is medial–lateral: LEC projects to the outer third of the

dentate molecular layer and superficial s.lm. of CA3, whereas MEC projects to the

middle third of dentate molecular and deep s.lm. of CA3 (Dolorfo and Amaral,

1998; Witter, 2007; van Strien et al., 2009). This division and differential pattern of

hippocampal innervation at the PHA–HF interface supports the view that paral-

lel processing streams become associated in hippocampus (Figure 1.1). The other

major topographic feature of this projection is the dorsolateral–ventromedial gra-

dient (Figure 1.4a–b, magenta–blue), which corresponds to innervation along the
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hippocampal septal–temporal axis (Dolorfo and Amaral, 1998). Thus, the septal

halves of DG and CA3, where spatial activity is most prominent, receive entorhi-

nal input primarily from a dorsolateral band across LEC and MEC.

The highly localized spatial activity of place cells in rat hippocampus is one of

the most well-known and extensively studied neural correlates of behavior in neu-

roscience (O’Keefe and Dostrovsky, 1971; O’Keefe, 1976). The place fields of popu-

lations of place units form coherent maps of the environment (O’Keefe and Nadel,

1978) that support spatial navigation and location-dependent learning and mem-

ory. Spatial responses in DG typically consist of multiple firing fields, whereas

those of the ammonic subregions CA3 and CA1 are more robustly characterized

by a strong, single place field (see, e.g., Leutgeb et al., 2007). Place activity is very

sparse, with typically 50–70% of the place population silent within a given envi-

ronment; but it is highly informative, as only a small number of active place units

are needed to achieve high-precision predictions of an animal’s location (Wilson

and McNaughton, 1993).

It is instructive to consider the dynamics of onset for these spatial represen-

tations. In a familiar environment, a previous representation may be autoasso-

ciatively retrieved (Marr, 1971) based on salient cues or internal states. Prelimi-

nary evidence suggests that this retrieval process demonstrates attractor dynamics

and can occur rapidly on the timescale of a single theta cycle (Jezek et al., 2008).

However, in a novel environment there may not be sufficient similarity with any

previous representations to induce retrieval. The dynamics of spatial map forma-

tion in novel environments are therefore crucial to the encoding of spatial mem-

ory. Hill (1978) first showed that spatial activity is largely evident on an animal’s

first pass through a new environment, though some place cells can take several

minutes to develop place activity. Recording from CA1, Wilson and McNaughton
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(1993) showed that this initial ensemble activity is an unreliable predictor of lo-

cation, but that it stabilizes on the timescale of tens of minutes. They also found

a corresponding suppression of CA1 interneurons, later verified by Nitz and Mc-

Naughton (2004) who also found a simultaneous enhancement of interneuronal

activity in DG. Frank et al. (2004) used an adaptive estimation algorithm to as-

sess the instantaneous structure of CA1 place fields as they developed in a novel

environment. They showed a diversity of substantial field changes across time

and that place fields tended to stabilize with 5–6 total minutes of experience in the

environment. Subsequently, a series of studies demonstrated that the active cell as-

semblies recruited in new environments were independently sampled and largely

non-overlapping with those of familiar environments (Leutgeb et al., 2004; Vazdar-

janova and Guzowski, 2004; Leutgeb et al., 2005). This results in an “orthogonal-

ization” of spatial representations known as global remapping, which we review

further in Section 4.1.1. Finally, substantial amounts of evidence strongly suggest

that spatial learning across the hippocampal subregions depends on some form

of novelty-evoked, NMDA-dependent plasticity (e.g., Croll et al., 1992; Nakazawa

et al., 2003; Monaco and Levy, 2003; Li et al., 2003; Haberman et al., 2008). Some

recent studies, further, suggest a dissociation (Leutgeb et al., 2007; Karlsson and

Frank, 2008): that the initial spatial selectivity of both DG and CA1 activity seems

to depend on such plasticity, while initial CA3 activity in a novel environment does

not. Thus, we explore a model constrained by hard-wired network dynamics as a

mechanism for the initial formation of spatial representations (Chapter 3).

The discovery of grid-like spatial firing of some MEC layer II cells (Hafting

et al., 2005), one synapse upstream from DG and CA3, has revolutionized our un-

derstanding of spatial representations in the PHA–HF network. The cells were

found in the dorsocaudal aspect of MEC in a dorsoventral strip starting at the rhi-
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Figure 1.5 Characteristics of grid-cell responses along the spatial fre-
quency gradient. A. MEC grid responses from dorsal (top) and ven-
tral (bottom) aspects of dorsocaudal MEC. Trajectory with overlaid spikes
are shown (left) with smoothed ratemaps (middle) and autocorrelograms
(right). B. Colocalized ensembles of grid cells have diverse spatial phases,
covering the environment with a few neighboring cells. C. Spacing be-
tween firing fields increases along the dorsoventral gradient (measured as
distance from postrhinal (POR) border). D. Intrinsic membrane oscillation
frequencies follow a similar gradient from dorsal (left) to ventral (right).
Adapted from Hafting et al. (2005) (A–C) and Giocomo et al. (2007) (D).

nal sulcus (Fyhn et al., 2004), which forms the entorhinal border with postrhinal

(POR) cortex (Figure 1.4a). As discussed above, both dentate granule and CA3

pyramidal cells receive a significant proportion of their afferent input from this

layer of cells (Witter and Moser, 2006; Witter, 2007). Given the ordered sequence

of hippocampal subregions and deep-to-superficial laminar recurrence in entorhi-

nal cortex (Figures 1.1 and 1.4c; Canto et al., 2008), the flow of spatial informa-

tion in this system follows a complicated but relatively closed-loop structure. The

MEC grid-cell response consists of periodic firing fields at the vertices of a hexag-

onal grid that tessellates the environment (Figure 1.5a). The primary metrics of

the grids are the spatial phase, measured as the offset from the center of the envi-
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ronment of the nearest field; the orientation, measured as the grid’s rotation from

some reference angle; and the spacing between fields, which determines the spa-

tial frequency of a grid. There is some organization to these metrics. Colocalized

ensembles of grids share the same orientation and spacing. However, their spatial

phases are unrelated, so that the spatial responses of a small number of neigh-

boring grid cells are sufficient to cover the environment (Figure 1.5b). This ran-

domness of spatial phases enables the system of grids to be characterized as part

of a path-integration mechanism for navigation (McNaughton et al., 2006). The

other major topographic organization is that spatial frequency decreases along a

dorsoventral gradient from the POR border (Figure 1.5c). So, grid cells found dor-

sally (Figure 1.5a, top) have smaller grid spacing relative to grid cells found ven-

trally (Figure 1.5a, bottom). Modeling studies have suggested that grid responses

emerge from interference between subthreshold membrane oscillations and the en-

torhinal theta rhythm (Burgess et al., 2007; Hasselmo et al., 2007). Supporting this

idea, recordings from slices taken at various dorsoventral distances from the rhinal

sulcus show that the intrinsic oscillations of MEC neurons scale with grid spacing

(Figure 1.5d; Giocomo et al., 2007).

To understand the relationship between MEC grids and CA3 spatial maps, it

is critical to examine them during remapping. Fyhn et al. (2007) made simulta-

neous recordings in MEC and CA3 while inducing varying degrees of hippocam-

pal remapping. No changes in MEC were observed for rate remapping, but the

grids underwent “realignment” contiguously with global remapping. We review

entorhinal realignment further in Section 4.1.2, but it consists primarily of a ran-

domized shift in the spatial phase of the grids (Figure 1.6a). The key characteristic

of the relationship between realignment and global remapping is their contiguity:

they occur simultaneously and on the same sub-minute timescale, and they are
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Figure 1.6 Simultaneous recordings in MEC and CA3 demonstrate cor-
tical realignment contiguous with hippocampal remapping. A. Correl-
ograms for example grid cells in one enclosure (left) show that they shift
coherently in a different enclosure (right; same room). B. Rats form dif-
ferent spatial maps in the light and the dark. This test scenario shows a
path-integration reset (double arrows) and turning off the lights decorre-
lates the light-based map in both MEC and CA3. Subsequently turning
the lights back on restores the original maps on a sub-minute timescale.
Adapted from Fyhn et al. (2007).

all-or-none processes. This contiguity is best illustrated by an experiment in which

the rat switches spatial representations within the same environment depending

on whether the lights are on or off (Figure 1.6b; Fyhn et al., 2007). Spatial corre-

lations transition immediately once the switch is flipped. This is indicative of a

direct mechanistic link between the two phenomena. Thus, we use our model of

spatial map formation from Chapter 3 to explore this relationship between cortical

realignment and hippocampal remapping (Chapter 4).

As discussed above, we can consider this stream of spatial information from

MEC to dorsal CA3 as a putative rodent analog for the spatiotemporal context un-

derlying human episodic memory. The area CA3 is unique in hippocampus for its

dense associational synapses, which has inspired its extensive characterization as

an autoassociative network (e.g., Marr, 1971; O’Reilly and McClelland, 1994). Au-
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toassociation can perform retrieval through partial-cue pattern completion (Amit,

1989). However, since the recall of stored episodic memories requires that simi-

lar episodes must be encoded discretely, some source of pattern separation is re-

quired. DG has been recruited extensively in theoretical and computational mod-

els to perform this role by decorrelating entorhinal inputs (e.g., Teyler and DiS-

cenna, 1986; Treves and Rolls, 1992; O’Reilly and McClelland, 1994; Norman and

O’Reilly, 2003); this function is supported by recent experimental data (McHugh

et al., 2007; Acsady and Kali, 2007). Further, Leutgeb et al. (2007) found that both

DG and CA3, using simultaneous recordings, may contribute differentially to pat-

tern separation: DG amplifies small amounts of environmental modification by

modifying coincidence patterns; however, more substantial changes elicit the re-

cruitment of a new and statistically independent cell assembly in CA3. Since the

latter was not observed in DG, the CA3 mechanism may be due to changes in its

direct entorhinal inputs. In other words, pattern separation in CA3 reflects global

remapping and, therefore, the realignment of MEC grid-cell responses. Thus, re-

alignment and global remapping can create orthogonal ensembles of active place

cells that may enable the efficient encoding of episodes for recall.

1.4 Conclusion

We have briefly described two different mnemonic systems in the context of en-

coding/retrieval requirements and the division of labor within the MTL. The judg-

ment of familiarity is a very high-capacity mnemonic capability in humans (Stand-

ing, 1973), but models of familiarity that integrate recollective processing greatly

reduce that capacity. The neocortical inputs to familiarity networks are likely to

be highly clustered, just as semantic networks show small-world structure. These
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correlations improve feature recognition but interfere with recollection. This ar-

gues for the functional separation of the systems underlying recognition and recall.

The unique structures of the hippocampal formation collect and associate parallel

streams of objective and contextual information. The hippocampus seems to sat-

isfy the computational constraints for efficiently forming the distinct orthogonal

codes necessary for the efficient retrieval of episodic memory. The rodent system

of spatial representation consisting of medial entorhinal cortex, based on randomly

arranged grids, and its hippocampal targets provides an important model for un-

derstanding the recall of life experiences.
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Chapter 2

Semantic Space and Frequency
Effects in Recognition Memory

In the room where I work, I have a chalkboard, and as I’m going along,
I write the made-up words on it. A few feet from that chalkboard is a
copy of the full 20-volume Oxford English Dictionary, to which I refer
frequently as a source of ideas and word roots. Whenever I get dis-
tracted or bored, my eyes wander over to that chalkboard and I read
the words. Some of them grow on me, and others annoy me. I attack
the latter with eraser and chalk, and keep nudging at them until I like
the way they look and sound. Others never make the cut at all and sim-
ply get erased. Perhaps one day I will sell these on eBay to RPG players
who need names for characters or alien races.

—Neal Stephenson, on creating new words

21
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Summary

The word frequency effect (WFE) in recognition memory refers to the finding that

rarer words are better recognized than more common words. We demonstrate

that a familiarity discrimination model operating on data from a semantic word-

association space yields a robust WFE in data on both hit rates and false-alarm

rates. Our modeling results suggest that word frequency is encoded in the seman-

tic structure of language, and that this encoding contributes to the WFE observed

in item recognition experiments. � The work presented in this chapter was pub-

lished previously (Monaco et al., 2007).

2.1 Introduction

Old–new item recognition is the task of deciding whether or not test items were

presented on a previous study list. Performance is quantified as the probability of

old responses to (old) study items (hit rate, or HR) and to (new) nonstudy items

(false-alarm rate, or FAR). One of the most prominent phenomena observed in

this task is the word frequency effect (WFE): rare or low-frequency (LF) words are

better recognized than common or high-frequency (HF) words (Schulman, 1967;

Shepard, 1967). The recognition WFE is a mirror effect (Glanzer and Adams, 1985,

1990): it consists of an HR effect and an opposite but approximately equal FAR

effect. The cause of the WFE and other mirror effects has been the subject of ex-

tensive study but no consensus view has been established (e.g., Murdock, 1998;

Stretch and Wixted, 1998; Reder et al., 2000).

Both single- and dual-process models have been proposed to explain the WFE.

The former perform familiarity discrimination (FD) based on similarity measures

such as global feature matching. These models typically require some additional
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transformation, such as log-likelihood computation, to achieve the required sym-

metry between old- and new-item familiarity distributions (Murdock, 1998). To

explain the WFE, certain differences between LF and HF words must be assumed.

These may include the modulation of attentionally marked features (Glanzer et al.,

1993), diagnostic content (Shiffrin and Steyvers, 1997), or representative feature

variability (McClelland and Chappell, 1998). In the end, such models produce a

unidimensional scalar value for the strength, or familiarity, of a given stimulus

that allows further analysis with signal-detection theory. HR and FAR calculations

can be made by integrating thresholded familiarity distributions, and threshold-

independent performance may be quantified with receiver operating characteris-

tics (ROCs; see Wickens, 2002). Dual-process models, however, rely on differential

contributions of recollective and familiarity-based processes to explain the perfor-

mance differences. Recollection, a recall-like process, is characterized as less error-

prone than a global-matching familiarity process (Guttentag and Carroll, 1997;

Reder et al., 2000).

As discussed in Chapter 1, electrophysiological studies in monkeys have shown

perirhinal cortex (PER) to have a central role in the stimulus-specific familiarity re-

sponse in the MTL processing of recognition (Miller et al., 1991; Li et al., 1993;

Xiang and Brown, 1998; Brown and Bashir, 2002). Theoretically, it is known that

a familiarity signal can be read out from a simple autoassociative neural network

by computing its internal energy (Amit, 1989). Indeed, the evaluation of network

energy may approximate the familiarity signal evident in perirhinal neurons (Bo-

gacz et al., 2001a; Brown and Bashir, 2002) and has been used to determine the-

oretical limits on recognition capacity (Bogacz et al., 2001b; Bogacz and Brown,

2002). Thus, we set out to create a recognition model that uses network energy

as a readout of stimulus familiarity. For this purpose, we used input vectors from
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a word association space (WAS; Steyvers et al., 2004). The WAS is an empirical

model of semantic similarity based on normative data from free-association exper-

iments (Nelson et al., 2004). Simulating old–new recognition experiments with this

model, we found that word frequency produces discriminable signal distributions

such that LF words tend to be more familiar than HF words. Further, coupling this

output with a particular decision-making strategy exhibited a WFE mirror effect.

These results have novel implications for the roles of distinct retrieval processes in

recognition memory.

We present a simple item-recognition model where the familiarity of a probe

stimulus is read out as the internal energy of a network trained on a set of activity

vectors corresponding to WAS word representations. This is coupled with an ex-

perimental protocol emulating a typical word recognition experiment (see Meth-

ods: Experiment Simulation). Importantly, all study and test words are trained

initially, and then followed by retraining of the study list. Retraining corresponds,

here, to the subject having recently experienced a word in the context of an exper-

imental study list.

2.2 Model

2.2.1 Hopfield network energy as a familiarity signal

In the Bogacz et al FD model, item vectors are associatively encoded into a Hop-

field network (Hopfield, 1982). The familiarity signal is simply the internal energy

of the network when activated with a probe stimulus (Bogacz et al., 2001a). Hop-

field networks are fully-connected recurrent networks of binary units. The net-

work weights are trained on an input set ξPN of P N–dimensional activity vectors
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such that ξµi ∈ {−1,+1} for all i ∈ {1..N} and µ ∈ {1..P}. That is, each unit is

either active (+1) or inactive (−1) for a given input vector. If we denote the weight

matrix as W = [wij]
N
i,j=1, its elements are computed according to an associative

Hebbian learning rule:

wij =
1

N

P∑
µ=1

ξµi ξ
µ
j =

1

N
ξi · ξj, for i 6= j, (2.1)

where wii = 0 for i ∈ {1..N}. Once trained, we are only interested in the internal

energy of the network when presented with a given stimulus, so no network dy-

namics are involved here. This internal energy calculation is distinct from recollec-

tive processes that use some form of network relaxation to fully recall the features

of stored items (Amit, 1989). For a probe stimulus vector X = [xi]
N
i=1, the internal

energy1 is computed as

E(X) = −1

2

N∑
i=1

xi

N∑
j=1

xjwij = −1

2
XWXT . (2.2)

Note that more familiar stimuli will have lower energies than less familiar stimuli.

A probeX will thus be associated with the familiarity quantity E(X) for a network

trained on a given input set. In this form, the only free variables of the FD process

are the size of the network, N , and the set of input vectors, ξPN . FD such as this

is more efficient and has a much higher capacity than associative recall. Allowing

an error rate up to 0.01, the recall capacity of the network is 0.145N (Amit, 1989)

whereas its recognition capacity is 0.023N2 (Bogacz et al., 2001b).

2.2.2 Inputs isomorphic to semantic similarity space

Recognition models operating on correlated input spaces (Bogacz and Brown, 2003;

Norman et al., 2005) have been studied that benchmark behavioral data (Norman
1Here, we let E(·) be the function mapping a stimulus or set of stimuli to an energy value or

energy distribution, respectively. Statistical expectations are noted by 〈·〉 brackets.
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and O’Reilly, 2003). However, recent empirical models of semantic space, such as

the WAS model of Steyvers et al. (2004), provide a basis for constructing an in-

put set with a similarity structure derived from behavioral word-association data.

Given that words are the stimuli most often used in human recognition-memory

studies, it is instructive to utilize input vectors whose similarity relations approxi-

mate the lexical-semantic space of English speakers. The basis for the WAS is a free

association dataset containing the probabilities with which subjects named a given

word as the first associate of a cue word (Nelson et al., 2004). These data can be

taken as a measure of direct associative strength among over 5,000 words. Indirect,

or second-order, associative strengths can also be calculated from the dataset. To

create the WAS, singular-value decomposition (SVD) was applied to these direct

and indirect associations so as to place words in a reduced 400-dimensional space.

This was constrained so that the cosine between any two word vectors2 reflects

their mutual associative strength. Strongly associated words have cos(θ) values

approaching 1, whereas semantically unrelated words have values approaching 0.

The dimensional reduction revealed latent, higher-order semantic relations within

the dataset. Importantly, 400 dimensions was found to be the lowest dimensional-

ity that remains highly predictive of experimental data such as free-recall intrusion

rates, extralist cued recall, and semantic similarity ratings in recognition (Steyvers

et al., 2004). The resultant WAS shares gross structural characteristics, small-world

but not scale-free, with other semantic networks (Steyvers and Tenenbaum, 2005).

Thus, it is now possible to operate on input vectors whose similarity relations ap-

proximate the lexical-semantic space of English speakers.

We can now ask whether common and rare words differ in their similarity

2A vector cosine is the inner product between V and U normalized to [0, 1], cos(θV,U ) = (V ·

U)/(‖V ‖‖U‖).
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structure. To do this, we used a set of 1,748 WAS vectors for which we have the

associated Kučera-Francis word frequency (WF; see Kučera and Francis, 1967). In

the cosine similarity matrix for the 100 most common and the 100 rarest words in

the set (Figure 2.1a), it is evident that common words tend to be similar to other

common words and rare words tend to be similar to other rare words. Similar-

ities between rare and common words tend to be lower than similarities within

frequency groups. An intuitive reason for such differential encoding of frequency

is that rare words tend to have a single definition while common words may have

many definitions and usages. This reasoning predicts that rare synonyms will be

clustered in semantic space, whereas more common synonyms will be placed at

a semantic “centroid” of multiple distinct meanings. That is, LF words will be

encoded into clusters and HF words will tend to occupy the space between such

clusters. We will refer to this as the “tight clustering” hypothesis for LF words.

2.2.3 Interpreting the recognition model

The two functional components of our FD model are the Hebbian learning of a

Hopfield network and the dimensional reduction of a word association matrix.

These serve, respectively, as the FD mechanism and the semantic input space. In

considering this combination, we have to interpret the necessary combination of

the assumptions inherent in both. We must properly frame the limitations of the

results and emphasize that they comprise, at most, a high-level explanation. A

simple network computation on a carefully chosen input set will not explain the

intricacies of human recognition memory for semantic stimuli, yet may provide

insight into some aspect thereof. We argue for the specificity and functional plau-

sibility of the model components as well as their composition.

First, we assume that employing the energy (Equation 2.2) of a trained Hopfield
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Figure 2.1 Similarity structure of the word-association space and bina-
rization. A. Similarity matrix of the WAS vectors for the 100 highest and
lowest frequency words in the set. The color of each pixel denotes the co-
sine of the angle between the ith and jth vectors. The lower-left and upper-
right quadrants represent the cosine similarity among pairs whose mem-
bers are both HF or LF words, respectively. The white diagonal signifies
identity. The symmetric off-diagonal quadrants represent cosines between
HF and LF words. B. Normalized Hamming distances between binarized
WAS vectors decrease monotonically with the cosine of the corresponding
WAS vectors. Every point represents the mean and error (α = 10−5) for
each bin in a cosine-sorted partition (600 bins) of all vector pairs.
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network (Equation 2.1) as a familiarity signal captures some salient characteristic

of familiarity processing in the perirhinal cortex. Bogacz et al. (2001a,b) provide

support for this assumption by arguing from a standpoint of functionality and ef-

ficiency as well as from modeling results. Also, neurons responding differentially

to familiar stimuli have been found consistently within monkey PER (Miller et al.,

1991; Li et al., 1993; Sobotka and Ringo, 1993). This difference is characterized by

a reduction in stimulus-induced activity for familiar stimuli and rapid familiarity

discrimination (on the order of 100 ms), but neural responses for recency and nov-

elty have also been found (Fahy et al., 1993; Xiang and Brown, 1998; Brown and

Bashir, 2002). Despite this functional diversity, only familiarity-sensitive neurons

are considered here. Further, evidence from ablation and impairment studies indi-

cate that the PER acts independently from other inferotemporal (IT) mnemonic

systems such as that of the hippocampal formation (Gaffan, 1994; Murray and

Bussey, 1999; Aggleton and Brown, 1999). This independence suggests that PER is

the site of the neural substrate for familiarity judgments (for reviews, see Yoneli-

nas, 2002; Rugg and Yonelinas, 2003).

Autoassociative neural networks such as the binary Hopfield network produce

stimulus-dependent attractors (Hopfield, 1982). Reading out the internal network

energy as a stimulus-familiarity signal is much more efficient than involving rec-

ollective processes (Bogacz et al., 2001a; Bogacz and Brown, 2003), which typi-

cally involve relaxing the network to reconstruct an attractor state (Murdock, 1982;

Humphreys et al., 1989). For random vectors, this FD process has a very high

storage capacity, as does human memory (Standing, 1973), and enables a rapid

network response. It is also more robust than other network architectures; e.g., en-

coding via feedforward competitive synaptic processes can exhibit forgetting after

a relatively small number of subsequent stimuli (Sohal and Hasselmo, 2000). Bo-
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gacz et al. (2001b) use both a Hopfield network and a multilayer spike response

model to argue that perirhinal FD neurons may form an autoassociative network

in order to exhibit such efficiency and robustness. From this, we posit that it is

reasonable that the energy computation of a Hopfield network is, at least, a useful

abstraction of the FD processing performed by PER neurons.

Second, we assume that the WAS is at least approximately isomorphic to the

space of neural representations of the semantic features of words for speakers of

English. This amounts to the assumption that behavioral associativity reflects the

neural encoding of semantic similarity. The WAS consists of transformed statistical

behavioral data from 6,000 subjects, and as such can only be inferred to resemble

the structure of semantic space for a given subject. That the WAS serves well as

a predictive model for known human memory effects recommends it as a useful

inference of semantic space. Further, the WAS has structural characteristics consis-

tent with being isomorphic to real semantic representations. Thus, this assumption

is assuredly a simplification, but it is likely to yield salient semantic information.

Even though the WAS vectors were binarized in order to be used as proper inputs

to the Hopfield network, Figure 2.1b shows that this transformation preserves the

gross structure of the space.

Third, we assume that the semantic WAS vectors serve as appropriate inputs

to the FD model of PER. This assumption allows us to posit the combination of

the two components as a unified model of recognition memory. Supporting this,

several clinical studies indicate a role for PER in associative memory for semantic

content and lexical processing (for review, see Murray and Bussey, 1999). Further,

neurons in the perirhinal and other IT areas in monkeys demonstrate the ability

to represent abstract object categories (Erickson et al., 2000; Miller, 2000; Miller

et al., 2003). Such abstraction is a hallmark of semantic information processing and
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indicates that the PER has access to semantic features among its inputs. Thus, the

semantic features of words that are presented to subjects as stimuli in recognition

experiments are presumed to be accessible from PER.

Finally, although we investigate the recognition WFE with this model, it can

only describe effects due to familiarity processing of semantically structured in-

put data. There are certainly non-semantic contributions to the WFE that are not

within this scope; e.g., context variability, orthographic and phonological features

(Steyvers and Malmberg, 2003; Malmberg et al., 2002). Qualified as such, we will

refer to this bipartite recognition model as WAS–FE.

2.2.4 Hopfield energy and semantic attractors

If a meaningful stimulus is ultimately represented as a binary pattern of activa-

tion across N perirhinal neurons, then we can think of this stimulus as an N -

dimensional vector of features that are either present in the stimulus (+1) or not

(−1). In Hopfield learning (Equation 2.1), these component features are pairwise

associated according to their correlation: the strength of the synapse between two

neuronal units is directly and linearly related to the number of patterns for which

the units carry the same activity. Synaptic weights are simply inner products of

across-pattern activity vectors. Internal network energy (Equation 2.2), then, is

an outer product measure of how well the pairwise bit structure of a given ac-

tivity vector aligns with the pairwise correlations stored in the weights of the

network. This is opposed to recognition models based on summed similarity or

global matching (Shiffrin and Steyvers, 1997; Zaki and Nosofsky, 2001; Kahana

and Sekuler, 2002; Kahana et al., 2005). However, a summed-similarity recogni-

tion model using inputs derived from perceptual preprocessing of natural stimuli

has been able to match experimental similarity and recognition data (Lacroix et al.,
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2006).

Small-world structure is characterized by short minimum-path lengths but also

by hub-like connectivity (Watts and Strogatz, 1998). Considering the WAS as a

small-world network (Steyvers and Tenenbaum, 2005), there must be subsets of

vectors that significantly share pairwise activity. Each of these groups, or clusters,

will bias those synaptic weights corresponding to their respective set of shared

features. Clusters of feature-sharing vectors will form attractors commensurate

with their size and mutual similarity. Thus, a probe vector may yield a low energy

by matching features characteristic of different attractors in the network: there is a

combinatoric aspect to the diversity of such “spurious” attractors (Amit, 1989). The

strongest attractors, though, will correspond to groups of words with substantial

semantic similarities.

2.3 Methods

2.3.1 Signal detection

The noise in the synaptic weights of the network are due to mutual interference

between stored patterns, and depends on both on the number of patterns (P ) and

the variability of their correlational structure. This synaptic noise is translated

into randomness in the internal energy computation (Equation 2.2) and, therefore,

the familiarity measurement of a given probe. For WAS–FE to serve in a recogni-

tion experiment, a binary old–new decision must be made from this noisy scalar

output. These conditions satisfy the assumptions necessary to assess recognition

performance using signal detection methods (Wickens, 2002).

A decision threshold, or criterion, can be used to efficiently decide if a probe
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stimulus is familiar or not. For a criterion λ, a vector X is determined to be old if

E(X) < λ, otherwise it is judged new. The distribution of energies from trained

vectors is distinct from that of untrained probes. Consider a random and unbi-

ased set ξPN of stored vectors. The distribution of synaptic weights in W can be

approximated by a Gaussian distribution with µW = 0 and σ2
W = P/N2. The en-

ergy distributions for both untrained probes and stored vectors have σ2
E = P/2.

The expected energy value of an untrained probe X is 〈E(X)〉 = 0 while that of a

stored vector ξµ is 〈E(ξµ)〉 = −N/2. Here the logical decision criterion would be

λ = −N/4, the midpoint between the old and new energy distributions. This is

the criterion employed by Bogacz et al. in their signal–noise analysis of capacity

2001b; 2002. For the semantically structured inputs considered here, λ is chosen as

the midpoint between the empirical means of the distributions. To determine HRs

and FARs, we used a WF-based multiple-criterion decision strategy (see Discus-

sion) with means-based thresholds,

λi = [〈E(Φ)〉+ 〈E(Λi)〉] /2, (2.3)

where E(Φ) is the energy distribution of the reference pool. The performance of the

model is assessed by calculating HRs and FARs. The HR is the fraction of stored

vectors with E < λ, while the FAR is the probability for an untrained vector to

have E < λ. The discriminability between the old (E(ξo)) and new (E(ξn)) energy

distributions is computed as the distance between means in standard deviations,

d′(E(ξn),E(ξo)) =
〈E(ξn)〉 − 〈E(ξo)〉√

(σ2
n + σ2

o)/2
. (2.4)

For the experimental data in Figure 2.4b, d′ was calculated based on an unbiased

estimator assuming underlying Gaussian distributions: d̂′ = z(〈HR〉)− z(〈FAR〉).

ROCs are constructed by plotting HR against FAR for a range of possible decision

criteria. Thus, they provide a criterion-independent assessment of how well the
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familiarity signal is discriminated—one that is especially informative in the case

of non-Gaussian distributions. Better performance is indicated by an ROC curve

farther from the chance function (where HR = FAR and d′ = 0) in the direction of

higher HRs and lower FARs.

2.3.2 Simulation of the recognition experiments

In an old–new item-recognition experiment, the subject studies a list of known

items from a training set. At test, the subject is shown a list of probe items, some of

which had appeared in the training set (old items) and others which had not (new

items). The task is to judge whether each item is old or new.

Experimental subjects here are defined by Θ, the random subset of word vec-

tors on which the Hopfield network is initially trained (Equation 2.1). Each vector

in Θ is associated with a WF value corresponding to the word that it represents.

Using these frequencies to index the vectors, Θ is sorted and evenly partitioned

into 6 bins with Θ1 containing the highest-frequency subset and Θ6 containing the

lowest-frequency subset of words. The other four subsets contained word vectors

of intermediate WF values. The Θi are equally sized to within one vector due to

rounding. The study list for the task is defined by Λ, which is a random subset of

Θ such that an approximately equal number of study items are chosen from each

WF bin. That is, Λ comprises random subsets Λi ⊂ Θi, for i ∈ {1..6}, such that

the length of the study list is L =
∑6

i=1 |Λi| where |Λi| is the number of vectors in

Λi. These WF study bins were equally-sized to within one vector due to rounding.

The study list is presented to the model by retraining the network on all the study

vectors. If ξΛ is a matrix containing the study vectors row-wise, then W is updated
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by computing

W → W +
1

N
ξTΛξΛ (2.5)

and then zeroing out diagonal terms. This procedure is analogous to strengthen-

ing the pre-existing neural representation of the items in a study list attended to

by a subject. Specifically, this operation doubles every weight component result-

ing from the initial training of Λ as part of Θ. All items are studied equally. The

training-set vectors not chosen for the study list composed the reference pool, Φ.

Therefore, the size of the pool is the size of the training set Θ minus the study-

list length |Λ|. The items in the study list and the reference pool serve as the old

and new probes during test, respectively. We calculate the internal energy (Equa-

tion 2.2) of each vector in Θ using the updated weight matrix. We then compare

the resulting sample energy distributions by calculating d′ distances (Equation 2.4),

ROC curves, HRs and FARs. This process, starting with a new random Θ chosen

from our binarized WAS, is repeated for 2,000 trials. That is, one trial here is anal-

ogous to a new subject performing a single recognition task. Across-trial means

and confidence intervals were computed for Figure 2.3 and Figure 2.4. Representa-

tive energy histograms were created by accumulating energy vectors across trials,

computing counts for 100 equally spaced bins across the range of energies, and the

scaling the bin frequencies.

2.3.3 Neighborhood measures in association spaces

We performed two basic neighborhood analyses. First, we computed the WF-

dependence of the mean number of neighbors in WAS space. Consider the metric

dcos = 1− cos(θ) so that close neighbors have a cosine approaching 1 and a dcos ap-

proaching 0. For every WAS vector, our algorithm traversed the range of possible
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dcos from 0 to 1 while counting the number of vectors within that distance from the

given vector. This cumulative measure constitutes a population count for neigh-

borhoods of increasing radii in WAS space. The mean populations were computed

for every dcos radius for each of six WF classes (Figure 2.5a). Second, to address

the question of the WF composition of neighbors, we employed a cos(θ)-weighted

frequency measure. We calculated the quantity,

ν(ξµ) =

1,748∑
ϕ=1

(
ξµ · ξϕ

‖ξµ‖‖ξϕ‖

)
fKF(ξϕ)− fKF(ξµ) (2.6)

for all WAS vectors ξµ, where fKF(·) is the function mapping a vector to its asso-

ciated Kučera-Francis WF value. This measure quantifies the expectation of the

WF for neighbors of a given vector. The distributions of these convolutions for the

word vectors of each of the six frequency classes are shown as 15-bin histograms

in Figure 2.5b.

2.4 Results

Initially, we binarized3 the WAS vectors in our wordset. This allows proper oper-

ation of the Hopfield learning rule (Equation 2.1) and energy computation (Equa-

tion 2.2). The normalized Hamming distances between these binary vectors de-

creased monotonically with cosine similarities of the corresponding continuous

WAS vectors (Figure 2.1b). This indicates that the binarization significantly pre-

serves similarity relations between vectors.

3The elements of WAS vectors are symmetrically distributed around zero, so that taking the sign

of each vector element produces a set of binary vectors with, on average, unbiased activity levels.
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2.4.1 Random input case

In the initial item-recognition experiment we used an input set of unbiased, ran-

dom vectors. The energy distributions for old and new items were binomial with

means of −399 and −199 (Figure 2.2a, left column), matching theoretical means4

of µΛ = −400 and µΦ = −200. Study lists consisted of 100 vectors (L = 100) and

results using two reference pool sizes are shown in Figure 2.2a: P = 400 (top row)

and P = 1600 (bottom row). We refer to these as the low-load and high-load train-

ing conditions, respectively. They demonstrate the effects of adding noise to the

network in the form of additional stored vectors. In all cases, the old and new dis-

tributions have equal variance. The low- and high-load conditions had standard

deviations sE of 20 and 31, respectively. This increase in spread decreases d′ from

10.1 to 6.5 (Equation 2.4) in the high-load condition, however both values indi-

cate perfect discrimination. Although we could have degraded the model’s perfor-

mance by reducing the magnitude of the weight update for study list items (Equa-

tion 2.5), these results serve as an input control for the simulations below.

2.4.2 Semantic inputs from word association spaces

The energy distributions resulting from the semantic input set (Figure 2.2a, right)

differ substantially from the random input condition. The distributions are non-

normal, negatively skewed (i.e., biased toward increasing familiarity), and their

statistics have changed significantly. The means are lower than those in the ran-

dom input case. In the low-load condition, mean old and new energies are −524

and −326, respectively, and the high-load case shows−777 and −578, respectively.

4These means are offset −N/2 due to the initial training of both study and test vectors (see

Methods: Experiment Simulation).
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Figure 2.2 Effects of semantic input vectors and training load on resul-
tant energy distributions. A. Increasing training load for both random
(left) and semantic (right) vectors increases overlap between energy dis-
tributions (100 study items, 400/1600 new items for low/high (top/bot-
tom) training load). The energies for semantic inputs, however, have load-
dependent means, non-Gaussian distributions, and worse discriminability
than in the random case. B. WF-sorted partitioning of word vectors re-
sults in discriminable familiarity distributions (150 study items, 600 new
items). The LF distributions are more familiar than HF words for both old
and new items. The “rare” and “common” bins here are the least and most
frequent thirds of the lists, respectively.

So, not only are the distributions exhibiting enhanced familiarity, the means are

load-dependent. The more semantic vectors we store in the network, the more

negative the energy distributions become. Further, they exhibit much lower d′ dis-

tances than in the random case. The discriminability as measured by d′ decreases
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from 1.4 at P = 400 (Figure 2.2a, top right) to 0.61 at P = 1600 (Figure 2.2a, bottom

right). This 57% reduction in separation compares to a corresponding 36% de-

crease for random inputs. Finally, the high-load condition produces energy distri-

butions with noise-like irregularities that are not evident in the other cases. These

were not investigated, but they may be the result of capacity effects or structural

heterogeneity of the input space.

Statistical changes such as these could be expected for any sufficiently non-

random input set. However, there are systematic differences in the energy dis-

tributions among WF classes. We found that vectors representing LF words tend

to have lower energies, and thus enhanced familiarity, than those of HF words

(Figure 2.2b). This was observed for frequency classes in both old and new energy

distributions. Figure 2.2b shows the distributions for the thirds of the study list

and reference pool with the highest and lowest frequencies. This effect of increas-

ing familiarity with decreasing WF was observed robustly across the full range of

possible list and reference pool sizes. For the data shown here, based on L = 150

and P = 600, all four distributions exhibited standard deviation sE = 192, and both

WF-dependent effects were discriminable at d′ = 0.23. This effect is present in the

new distribution and, as such, does not depend on item study (Equation 2.5).

ROCs computed from the semantic familiarity distributions in Figure 2.2a are

presented in Figure 2.3. The WF-dependence of the ROCs is shown for both the

low-load (Figure 2.3a) and the high-load (Figure 2.3b) conditions. That is, for each

training condition, the “common” and “rare” ROCs compare Λ1 (old–HF) and Λ6

(old–LF), respectively, to the reference pool. These are the distribution compar-

isons used to assess item-recognition performance (see below and Discussion). In

both conditions, LF words yield better old–new discrimination than HF words.

There are two load effects. First, the low-load ROCs (Figure 2.3a) indicate better
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overall performance, evident as higher HRs and lower FARs, than the high-load

ROCs (Figure 2.3b). Second, the WF-dependence of effect is greater in the high-

load than in the low-load condition. That is, the ROCs in Figure 2.3b are more

separated than those in Figure 2.3a. Both load effects are a result of the increase in

energy variance and decrease in d′ distances evident in Figure 2.2a. In the low-load

condition, the d′ distances are 1.2 and 1.5 for common and rare words, respectively.

For high-load, the relatively low d′ of 0.34 for common words more than doubles to

0.78 for rare words. This Hopfield FD model has a theoretical recognition capacity

of 3.7× 103 random vectors (Bogacz et al., 2001b). Here, storing 1.7× 103 semantic

vectors is severely detrimental to FD performance, indicating that the correlations

inherent in the semantic inputs reduce the effective capacity of the network (Ap-

pendix C of Bogacz and Brown, 2003).

2.4.3 Word-frequency effects in recognition

Calculating HRs and FARs requires a decision criterion. Here, we employ a multiple-

criterion decision paradigm that makes comparisons between the entire reference

pool and each individual study-list frequency class. For each comparison, the de-

cision criterion λi is chosen as the midpoint between the empirical means of the Λi

and reference pool distributions (Equation 2.3). We observed the WFE mirror ef-

fect across the possible range of the list lengths for the study list and reference pool.

We based recognition performance on a WF-based decision criterion (see Discus-

sion). Mean HR–FAR trends for the low-load condition are shown in Figure 2.4a

with d′ distances. In this condition, HR decreases from 0.77 for the lowest fre-

quency words to 0.73 for the highest frequency words. Similarly, the FAR in-

creases from 0.18 to 0.22. Human recognition data collected by Schwartz et al.

(2005) are shown for comparison in Figure 2.4b. The experimental d′ distances
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Figure 2.3 ROC curves for recognition. Operating characteristics for
item-recognition performance under low (A; P = 400) and high (B; P =
1600) training load. The study list is composed of 100 items in both condi-
tions. Performance across word frequency is assessed using a 6-partition
of the study list indexed and sorted by Kučera-Francis frequencies. The
common and rare ROC curves represent the performance of the highest
and lowest frequency bins, respectively. The P = 400 case (A) demon-
strates better baseline performance but a smaller frequency effect than the
P = 1600 case (B).

(Figure 2.4b, bottom) were calculated using an unbiased estimator from detection

theory (Wickens, 2002). The experimental HR decreases from 0.90 to 0.86, while

the FAR increases from 0.077 to 0.13. This data approximately matches the trends

observed in the model data.

Note, however, the differences in absolute magnitude of the HRs, FARs, and d′

distances between the model and experimental data in Figure 2.4. The absolute d′

distances could be manually tuned with the addition of a coefficient in the study

rule (Equation 2.5), but we chose not to do this. Scaling up the model d′ data

would increase HRs and decrease FARs to better match the experimental data. For

our purposes, it is sufficient that we observe a qualitatively correct WFE.
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Figure 2.4 Mirror effect for word-frequency groups. Word frequency
mirror effect from 2,000 trials of item-recognition experiment simulations
(A; L = 100, P = 400) and as seen in human memory experiments (B;
data from Schwartz et al. (2005)). The HR and FAR effects compose the
mirror effect (top) and are due to changes in discriminability (bottom).
Model HR, FAR, and d′ data have 95% confidence intervals of mean ±
4.2× 10−3, 1.5× 10−3, and 1.2× 10−2, respectively. The discriminability of
the experimental data was estimated from signal detection theory.

2.4.4 Differential clustering in semantic space

The above supports the tight clustering hypothesis for LF words, so we performed

two simple neighborhood analyses of the continuous WAS dataset. Consider an

even partition of the entire WAS such that each bin contains a distinct WF class.

Figure 2.5a shows, for each of the WF bins, the mean neighborhood population

counts for word-centered hyperspheres of varying radii in cosine space. We count

all neighbors, regardless of word frequency. Counts are shown for radii up to

dcos = 0.062, as that is sufficient to illustrate the WF-dependence of the number

of close neighbors as dcos approaches zero. The rarest words (blue solid line) have

more neighbors on average than common words (red lines) for most of this range,
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Figure 2.5 Word frequency-dependent clustering of word vectors in the
WAS. Using a 6-partition of the word set, the mean population size for a
neighborhood of a given radius in cosine space shows that rare words have
more close neighbors than common words (A; the abscissa is dcos = 1 −
cos(θ)). The WF composition of those neighbors is indicated by the relative
distributions of WF–cos(θ) convolutions (Equation 2.6) for different WF
bins (B). The close neighbors of rare words tend to be other rare words.

and especially around dcos = 0.01 to 0.02. This indicates that LF words tend to have

more close neighbors than HF words.

Next, Figure 2.5b addresses the WF-composition of those neighbors. For each

vector ξ, we compute the quantity ν(ξ) as an average of the WF of its neigh-

bors (Equation 2.6). The distributions of these values for each frequency class
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Figure 2.6 Clustering analysis redone in terms of the number of Word-
Net senses for a given word. A,B Instead of the K-F normative word
frequency, the wordset used is the intersection of WAS words with K-F
values and those with WordNet results. C. WordNet senses are plotted
against WF for comparison, with the blue vertical line indicating the low-
est number of WordNet senses for Bin 1, which contains the words with
the highest number of senses.

are shown as 15-bin histograms in Figure 2.5b. The LF and HF distributions have

means of 1.13 and 1.74, respectively, and a distance of d′ = 0.93 standard devia-
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tions. From Figure 2.5a, LF words tend to have closer neighbors than HF words.

Given the null hypothesis that semantic similarity and WF are not correlated, the

cos(θ) coefficients in (Equation 2.6) would dictate that these distributions be ori-

entated oppositely from those in Figure 2.5b. That is, even though LF words have

more high-similarity neighbors – so that neighbor WF values are more strongly

weighted – ν(ξ) is distributed to lower WF than those of common words. Thus,

the dominant factor in these ν(ξ) averages must be the WF component, indicating

that LF words are tightly clustered with other LF words, whereas HF words are

more diffusely distributed.

2.5 Discussion

Here, we bring together a simple model of familiarity-based recognition (Bogacz

et al., 2001a,b) and a recent model of semantic similarity (Steyvers et al., 2004) and

demonstrate a word frequency effect. The only free parameters for the resulting

model (WAS–FE) are the lengths of the study and test lists, across which the WFE is

robust, only differing in magnitude. Notably, and as discussed below, the observed

WFE is a mirror effect when decisions are determined using a stimulus-dependent

criterion.

2.5.1 Effects of the semantic structure of cortical inputs

For random and unbiased pattern sets and probe vectors, the statistics of the weights

and energies can be determined a priori (see Methods). Sample energy distribu-

tions resulting from the item-recognition experiment are shown in Figure 2.2a. The

WAS-based semantic vectors are not activity biased, and the lists in each trial are

unbiased with respect to WF. Training and testing with these mixed-list seman-
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tic inputs produce energy distributions which are negatively skewed and exhibit

statistics different from the random case (Figure 2.2a). The input-type effect evi-

dent in Figure 2.2a is attributable to non-random structure of the semantic input

space. From the low means for the new distributions, we can infer that the vec-

tors in the semantic input space tend to be near network attractors. The presence

of spurious attractors, as well as learned attractors, further contributes to lower

energies across the space. In fact, the large systematic decrease in probe energies

indicates that much of the input space is likely spanned by basins of attraction.

This is expected in a small-world network, because most vectors are part of the

local clusters which give rise to the network attractors in the first place. The ob-

served shape of the energy distributions, then, is a function of the number, density

and spatial distribution of vector clusters in WAS.

Vectors populating a space with large-scale structure carry redundant informa-

tion in their correlations. For the Hopfield FD mechanism, it can be shown that

input redundancy reduces the effective capacity of the network (Appendix C of

Bogacz and Brown, 2003). This is evident in the large drop in discriminability be-

tween the random and semantic input spaces and between the low- and high-load

training conditions (see d′ in Figure 2.2a). So, processing raw semantic information

is inefficient, but results in much more realistic (i.e., measurably worse than per-

fect) recognition performance. Stimulus de-correlation is thought to occur down-

stream of IT cortex in the dentate gyrus (O’Reilly and McClelland, 1994; Kesner

et al., 2000), so presumably the FD neurons in PER have access to the original stim-

ulus features.
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2.5.2 Word-frequency effects from Hopfield energies

The WFE of recognition memory is one of the most robust and extensively studied

human memory effects (e.g., Schulman, 1967; Shepard, 1967; Glanzer and Adams,

1985; Guttentag and Carroll, 1994; Karlsen and Snodgrass, 2004). On the hypoth-

esis that the WFE is supported by semantic coding differences and thus might

be evident within WAS–FE, we sorted and partitioned the task lists into WF bins

using a normative frequency measure (Kučera and Francis, 1967). These WF-

differentiated bins resulted in separable energy distributions for both old and new

lists (Figure 2.2b), an effect observed robustly across list length. Notably, this fre-

quency effect is in the observationally correct direction of increased familiarity for

rarer words. That is, as in Figure 2.2b, the energies for each “Rare” (LF) bin are

distributed more negatively than those of the corresponding “Common” (HF) bin.

This effect is robust across all free parameters in the model, which are just the study

and test list lengths.

There must be some structural or statistical characteristic of the WAS underly-

ing this effect: aside from the network mechanism, there simply is nothing else in

WAS–FE to cause it. Specifically, the random input condition (Figure 2.2a) serves

as control for the structure in the semantic inputs. Everything aside from seman-

tic structure as represented by the WAS is controlled for in the random input case

(Figure 2.2a). We performed two simple analyses of the original WAS vectors to

support the hypothesis that LF words tend to be tightly clustered with other LF

words. Cumulative population counts across cosine space (Figure 2.5a) show that

LF words have more close neighbors than HF words. The structural hypothesis

only makes sense if those neighbors tend to be other LF words and that the sparser

neighborhoods of HF words tend to consist of HF words. This is because of the

associative learning mechanism: when more pairwise correlations (i.e., semantic
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features) are shared among a subset of input vectors, the corresponding network

weights are strengthened. These stronger weights result in a stronger attractor

and lower energies for vectors in the self-similar subset. Further, distributions

of a neighborhood frequency average (Equation 2.6), demonstrate the required

WF-dependence and separation to show that words tend to be co-located with

neighboring words of the self-same WF class (Figure 2.5b). This WF-based coding

scheme is evident despite the tighter LF clustering shown in Figure 2.5a: the clos-

est neighbors of LF words contribute larger cos(θ) factors to the summation (Equa-

tion 2.6) than HF words, so it follows that if clusters were heterogenous with re-

spect to WF then the opposite tendency would be observed. These neighborhood

effects support the tight-clustering hypothesis, that LF words tend to cluster with

other LF words while HF words are coded more diffusely. Considering attractor

formation on small-world inputs, this is sufficient cause for the type of relative

familiarity differentiation observed in Figure 2.2b.

Among single-process recognition models, there has not been a consistent ap-

proach for the structural representation of semantic stimuli. For instance, the

retrieving effectively from memory (Shiffrin and Steyvers, 1997) model assigns

higher diagnostic content to LF words by spreading out the distribution of feature

values for LF words. This is based on the assumption that HF words share fea-

tures to a higher degree than LF words. However, the subjective-likelihood model

(McClelland and Chappell, 1998) approaches WF differentiation by injecting more

noise into the feature vectors of HF words to represent the higher degree of contex-

tual variability for more frequent words. Notably, a normative measure of context

variability has been shown to have a recognition mirror effect independent of WF

(Steyvers and Malmberg, 2003). Lastly, the attention-likelihood theory (Glanzer

et al., 1993; Malmberg and Nelson, 2003) does not rely on structural differences to
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demonstrate the WF mirror effect. Instead, it employs the hypothesis that fewer

features of HF words are attended to by the subject. This effectively reduces the

semantic information in HF words, analogous to adding noise or placing vectors

in smaller clusters. Algorithmically, these models combine feature matching with

the computation (or estimation) of log-likelihood ratios.

One intuitive line of thought is that a semantic attractor represents an atom of

semantic content, a “sense”. LF words tend to be associated with a very small num-

ber of different senses. HF words, however, may be associated with many distinct

word senses. Semantic encoding would then place HF words in the space between

their several senses. This leaves most rare words proximal to strong semantic at-

tractors, with corresponding high familiarity judgments, and more common words

are placed away from these energy minima. To assess the validity of this idea, we

repeated the neighborhood analyses for a WAS 4-partition based on the number

of senses a word has in the WordNet database (Fellbaum, 1998). The cumulative

population count Figure 2.6a shows a significant decline in close neighbors only

for the most-senses words. The ν ′(ξ) (i.e., neighborhood senses average) distri-

butions Figure 2.6b show only the most-senses words have a slight tendency to

be encoded with other high-senses words. Finally, plotting WF against WordNet

senses Figure 2.6c reveals that only the most-senses words have any correlation

with word frequency. This indicates that the number of word senses does con-

tribute explanatory power to our structural observations, but this is limited to the

HF/most-senses domain.

2.5.3 Decision process and performance quantification

The WFE is fundamentally a behavioral effect of recognition performance, so a

decision-making process is needed. The human WFE is a mirror effect (Glanzer
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and Adams, 1990; Glanzer et al., 1993), meaning that, for LF probes, subjects are

better at both accepting targets as old and rejecting lures as new. Accordingly, our

decision process must be able to demonstrate both the HR and FAR aspects of the

LF enhancement if WAS–FE is to have any explanatory power. Many different

decision processes could be devised, but we will explore what would be necessary

with the restriction of a simple process within the scope of and commensurate with

the results presented so far.

We classify WAS–FE as a single-process signal detection model of recognition:

LF and HF stimuli are not processed differently and a single scalar energy value

is the only output. This familiarity signal is noisy and a decision must be made

whether a given probe was studied (old) or not (new). We consider a simple thresh-

old process (see Methods: Signal Detection) with a decision criterion below which

a probe is judged old, otherwise new. For simplicity, we will consider, as decision

criterion, the midpoint of the empirical means of the energy distributions. Sim-

ilarly, but for random vectors, Bogacz et al. (2001a,b) employed the midpoint of

the theoretical means. The question becomes that of which two distributions, in

particular, are being compared in the decision process. The answer to this affects

the interpretation of WAS–FE as a candidate explanation for the recognition WFE.

The signal detection comparison here is between a study list (Λ) and a reference

pool (Φ), either of which may be broken down in WF classes. Thus, there are 2× 2

possible comparisons: the WF bins or aggregate study list against the WF bins or

aggregate reference pool. In the notation used above and in Methods: Experiment

Simulation, these are Λi–Φi, Λi–Φ, Λ–Φi, and Λ–Φ, respectively, where i traverses

WF bins. The Λ–Φ comparison is not WF-dependent and thus meaningless in terms

of the WFE. With a means-based criterion, the Λi–Φi comparison will not produce

either component of the mirror effect because the WF-dependence of both distri-
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butions is the same. A fixed, WF-independent criterion could be used, but the

resultant FAR effect would not “mirror” the HR trend. This is typical of the fun-

damental difficulty with single-process signal detection models, as the familiarity

effect needs to be reversed for new items to achieve a mirror effect (Glanzer et al.,

1993). For instance, the attention-likelihood theory of the WFE mirror effect uses a

log-likelihood ratio to bring about this required symmetry (Murdock, 1998).

We are left to consider decisions involving a mixed comparison: WF bins of

one distribution against the aggregate of the other. The Λ–Φi comparison falters

on two counts. First, if only one distribution is going to receive the benefit of WF

information, it does not make sense for it to be the distribution for items that have

not been recently experienced. Second, it results in a performance decrease with

rarity because the increasingly negative distributions have more overlap with the

Λ distribution. The Λi–Φ comparison addresses both counts: cognitively and in-

tuitively, it makes sense that the subject has information regarding the WF classes

of recently studied stimuli; and performance increases with rarity because the old

distributions are farther from the Φ distribution. There are different possible forms

for a stimulus-dependent criterion shift, but most allow that the criterion must

increase in the signal direction “with the memorability of old items” (Hirshman,

1995). Thus, we can tentatively delimit certain requirements for both the discimi-

nation comparision (Λi–Φ) and the decision criterion (Equation 2.3). The resultant

WFE has mirrored HR and FAR effects that match recognition data (Figure 2.4).

This decision process, however, is not entirely satisfactory. The study lists here

are mixed, containing words randomly sampled from the dataset, so the decision

criterion needs to be adjusted on a per-stimulus basis. As discussed, this is nec-

essary to achieve proper FAR trends. Attaining a qualitatively correct false alarm

effect was our criterion for choosing a decision process here. However, explaining
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FAR effects with a criterion shift remains controversial. Stretch and Wixted (1998)

provide evidence that the strength-based but not the frequency-based recognition

mirror effects depend on criterion shift. However, Miller and Wolford (1999) ar-

gued that a signal detection account of a simple false memory paradigm does sup-

port criterion shift as a mechanism for generating recognition false alarms. This

was refuted (Roediger and McDermott, 1999; Wixted and Stretch, 2000) in part by

asserting the compatibility of the other models with such an account (Wickens and

Hirshman, 2000).

It remains that if WAS–FE is to demonstrate WF-dependent recognition dif-

ferences, then it must employ a criterion shift. However, some recent cases are

able to demonstrate that subjects modulate their decision criteria on-line according

to stimulus class to optimize performance (Heit et al., 2003; Benjamin and Bawa,

2004). This strategic use of multiple criteria may be driven by self-knowledge of

the category-dependent memorability differences of probe stimuli (Strack et al.,

2005). The multiple-criterion decision process required by WAS–FE is in line with

these observations. Note also that we intentionally constrained our decision-making

process to be simple, plausible, and within the scope of WAS–FE.

Finally, criterion-independent performance is illustrated by the ROCs. For both

small (Figure 2.3a) and large (Figure 2.3b) list sizes, the trial-averaged ROC for the

bin of LF words has higher HRs and lower FARs than that of HF words. These

characteristics correspond to the Λ6–Φ and Λ1–Φ comparisons, respectively. The

shapes of these characteristic curves derive from the non-Gaussian form of the

corresponding energy distributions (Figure 2.2a, right column). They largely re-

semble those of other recognition models except they are not symmetric around

the negative diagonal. These ROC examples also demonstrate two performance

effects of the number of trained stimuli. The low-load condition (Figure 2.3a)
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shows high absolute performance, but a relatively small WFE; the high-load con-

dition (Figure 2.3b), however, shows worse overall performance, but a larger dif-

ference between LF and HF words. These are capacity effects of the attractor-based

FD mechanism. Larger stored lists entail higher synaptic load and reduced recog-

nition accuracy. Further, we can infer that such capacity effects hurt the perfor-

mance of HF words more than LF words. This WF-dependence may be a result of

the sparse encoding of HF words in the WAS: weaker attractors are more sensitive

to the perturbations of over-learning than the strong LF-word attractors. So, for a

given reference pool size, increases in study-list length push the network closer to

capacity, decreasing HRs and increasing FARs regardless of WF class. This means

that WAS–FE exhibits a list-length mirror effect, which previous single-process

models have also demonstrated (Shiffrin et al., 1990; Shiffrin and Steyvers, 1997;

McClelland and Chappell, 1998). Conversely, for constant study-list length, this

predicts better overall recognition performance and a smaller WFE for subjects

with relatively less background experience (e.g., children vs. adults).

2.5.4 Role of contextual information in recognition

Dual-process recognition theories employ asymmetric recollective processing as

the basis of the HR effect for LF words; the FAR effect is due to error-prone familiar-

ity processing of similarly encoded HF words (Guttentag and Carroll, 1994, 1997;

Reder et al., 2000; Arndt and Reder, 2002). This account is supported by evidence

from pharmacological dissociation of recollection (Hirshman et al., 2002; Mintzner,

2003), but not to the ultimate exclusion of single-process accounts (Malmberg et al.,

2004). Indeed, it seems that both familiarity and recollection are involved but the

exact nature of their interaction is not yet definitively characterized (for review, see

Yonelinas, 2002).
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As a decision-making recognition model, WAS–FE is not purely a single process

familiarity model. The process interaction implied here is different from the fre-

quency tradeoff proposed in the source of activation confusion (SAC; Reder et al.,

2000) model. In the decision comparison Λi–Φ, words from the study context are

treated categorically as members of their respective WF class. However, non-study

probes are not likewise differentiated. This is a contextual distinction that is neces-

sitated by WAS–FE as discussed above, but this is not to say that some recollective

process is making perfect old–new discriminations only to then involve an error-

prone familiarity process. The contextual distinction consists of the subject having

formed stimulus categories, such as frequency, only for recently studied stimuli.

These categories then inform the decision process. Both IT cortex and PER are

implicated in highly plastic category formation (Erickson et al., 2000; Miller, 2000;

Miller et al., 2003), thus the formation of such WF categories of recent semantic

stimuli is plausible. Also, further episodic information could allow discrimina-

tion between, for example, several study lists in a session. This could be modeled

within the framework of WAS–FE by integrating a representation of a time-varying

context signal (e.g., Howard and Kahana, 2002). Regardless, the main point here

is that the decision comparison requires some contextual distinction of this sort in

order for WAS–FE to yield a proper WFE mirror effect.

Dual-process models typically employ differential recruitment of recollective

processing. Physiologically, this would be evident as WF-modulation of activity

in regions such as the hippocampal formation and MTL. However, WAS–FE pre-

dicts that such areas, including PER, differentiate old–new responses but do not ex-

hibit frequency dependence. It also predicts that the area responsible for semantic

representation and processing shows WF-modulated activity. Using event-related

fMRI at retrieval, de Zubicaray et al. (2005) sought to test predictions such as these
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and found two main effects. First, recollection-specific MTL regions with signifi-

cant old–new responses did not show WF modulation. Second, the LF word HR

advantage was associated with left lateral temporal cortex (LTC) activation. Evi-

dence suggests that LTC but not MTL structures are necessary for lexical-semantic

information processing (Levy et al., 2004; de Zubicaray et al., 2005). Thus, LTC

is well-positioned as a possible semantic input region for familarity processing in

PER. de Zubicaray et al. (2005) suggest these results are consistent with context-

noise models of the recognition WFE, but they are also consistent with our account

here. Recently, EEG techniques have been able to dissociate verbal from nonver-

bal retrieval (Hwang et al., 2005), indicating the possibility of investigations using

higher temporal-resolution methods. More such studies are needed to comple-

ment the large body of behavioral data.

2.5.5 Conclusion

In the present work, we take advantage of an empirically-determined model of se-

mantic space to demonstrate a benchmark effect of human memory. Using the

WAS as an input space for a Hopfield model of perirhinal familiarity process-

ing, we found a word-frequency effect on familiarity distributions that can be ex-

plained as a function of the small-world structure of the semantic space. This struc-

ture, characterized by tight local clustering of rare words, implies that word fre-

quency is non-intuitively encoded into the semantic structure of language. We ar-

gue that the model components plausibly capture the salient features, respectively,

of semantic representation and neurobiological familiarity processing. Thus, we

suggest that lexical-semantic structure forms a causal basis for the recognition

WFE. Further, we show that a frequency-dependent criterion shift produces a WFE

mirror effect without requiring log-likelihood computations to bring about old–
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new symmetry. This entails a role for dual-process involvement in recognition

contrary to previous models but consistent with some recent imaging data. Fi-

nally, we hope to have demonstrated the utility of relatively simple, but specific

and salient, models of complex biological systems and likewise the importance of

establishing an appropriate interpretative context.



Chapter 3

Hippocampal Network Dynamics
Constrain Representations of Novel
Environments

Everyone was staring at a television set hooked up to a development
box for the Sony Playstation. There, on the screen, against a single-color
background, was a black triangle.

“It’s a black triangle,” [our HR lady] said in an amused but sarcastic
voice. One of the engine programmers tried to explain, but she shook
her head and went back to her office.

Afterwards, we came to refer to certain types of accomplishments
as “black triangles.” These are important accomplishments that take a
lot of effort to achieve, but upon completion you don’t have much to
show for it — only that more work can now proceed.

—Jay Barnson, The Rampant Coyote
http://www.rampantgames.com/blog/2004/10/black-triangle.html
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Summary

The fast and contiguous association of entorhinal realignment and hippocampal

global remapping constrains the time-course of initial code formation in hippocam-

pus. As a real-time readout of grid-cell response structure, we demonstrate a

minimal competitive rate model of homogeneous nonlinear place units with fixed

synapses from a heterogeneous set of simulated grid maps. Competition is me-

diated by global recurrent inhibition. When the input excitation is balanced with

the inhibitory gain, population spatial maps are rapidly available that exhibit both

sparse activity and full spatial representation. The detailed competitive balance

across the environment makes the place code highly input-sensitive. This sensitiv-

ity may contribute to pattern separation, so we use the model to explore remap-

ping as a function of entorhinal realignment (Chapter 4). We suggest that balanced

feedback competition on heterogeneous grids can provide a short-timescale proto-

type spatial representation as the starting point for subsequent encoding as novel

environments become familiar with experience.

3.1 Introduction

Spatially modulated place cells in dorsal hippocampus (O’Keefe and Dostrovsky,

1971; O’Keefe, 1976; O’Keefe and Nadel, 1978) receive spatial information from

grid cells in medial entorhinal cortex (MEC) (for review, see Section 1.3; Fyhn

et al., 2004; Hafting et al., 2005; Witter, 2007). As such, the spatial component of

hippocampal representations of an animal’s local environment likely depends on

the particular alignment of grids concurrently available in MEC. Critically, MEC

grids can realign nearly instantaneously, a process characterized by randomiza-

tion of spatial phases and contiguity with hippocampal global remapping (Fyhn
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et al., 2007). The fast, simultaneous transitions observed in MEC and subregion

CA3 suggest hard-wired network dynamics in hippocampus may be reading out

cortical response changes (Colgin et al., 2008). In novel environments, or when

confronted with substantial amounts of contextual change, the hippocampal spa-

tial representation must reorganize quickly. While CA3 may be essential for de-

tecting novel spatial information (Lee et al., 2005) and encoding those changes us-

ing various mechanisms of synaptic plasticity (Lee and Kesner, 2002; Nakazawa

et al., 2003; Haberman et al., 2008), spatial learning based on synaptic reorgani-

zation can be a long-timescale process that requires non-trivial experience with

the new conditions (Wilson and McNaughton, 1993; Gerstner and Abbott, 1997;

Leutgeb et al., 2004; Karlsson and Frank, 2008). This is not commensurate with

the speed of observed transitions under remapping conditions. Also, given the

possible link between hippocampal spatial maps and episodic memory encoding

(Knierim et al., 2006; Leutgeb et al., 2006; Leutgeb and Leutgeb, 2007), basic consid-

erations of mnemonic requirements in novel environments suggest the importance

of having a good approximation to the final map available immediately. Thus,

rapid learning in unfamiliar contexts may depend on the short-timescale forma-

tion of operationally adequate, if initially unreliable, spatial representations.

Since plasticity is activity-dependent, the initial first-pass responses of a net-

work of place cells have significant influence over the spatial representation that

develops with further experience. If this initial activity state is a poor spatial repre-

sentation, then substantial synaptic reorganization and additional familiarization

would be required to produce an adequate spatial map. However, if a naı̈ve net-

work is able to provide an operationally adequate spatial representation, based

only on the alignment of MEC grids, then mechanisms of plasticity would only

need to refine the map (e.g., improve spatial specificity, sparsity, reliability). That
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is, hard-wired activity could bootstrap the rapid formation of a spatial representa-

tion by enabling faster, more efficient learning processes. This would prevent the

need for major reconfiguration through synaptic modification. Here, we explore

recurrent inhibition, tightly coupled into a network of place units, as a putative

mechanism for rapid spatial coding.

Inhibition is strong and prevalent throughout the hippocampus, and is critical

to not just the stability of hippocampal activity but also its computational capa-

bilities. Generally, interneurons sustain high firing rates and comprise just a mi-

nority of hippocampal cells, but they exert tremendous control over sparse prin-

cipal cells (Buzsáki et al., 2007). Further, the functional coordination of dentate

gyrus (DG) and CA3 is tied to both strong feedforward inhibition (Buckmaster

and Schwartzkroin, 1995) and the significant targeting of recurrent interneurons

over pyramidal cells by granule cell projections in the mossy fibers (Acsady et al.,

1998). Interneurons in CA3 have separable pathways for synaptic transmission of

recurrent and feedforward inputs, consisting of modifiable synapses (Pelletier and

Lacaille, 2008). This suggests a critical role for recurrent inhibition in hippocampal

computation. The activity of interneurons in CA1 decreases upon entering a novel

environment (Wilson and McNaughton, 1993) but ramp back up as familiarity in-

creases (Frank et al., 2004). In contrast, inhibitory activity in DG is enhanced upon

introduction to a novel environment (Nitz and McNaughton, 2004). We suggest

that these modulations reflect dynamic changes in recurrently driven activity that

set the stage for the rapid learning of novel spatial information.

We present a minimal model of competitive network dynamics that can de-

velop qualitatively relevant spatial representations of environments by integrating

a set of heterogeneous MEC grids. The model creates sparse spatial codes over

time by balancing afferent excitation from the cortical inputs with competition for
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representation of the environment driven by global recurrent inhibition. We do

not place constraints on the spatial metrics of grid-cell responses (Section 1.3) as

has been done in other models (Solstad et al., 2006). Thus, creating the represen-

tation of an unfamiliar environment does not require any special configuration of

the grids beyond random spatial phases and orientations. Further, the competitive

balance is heterogeneous throughout the environment, depending on the detailed

relative distribution of cortical inputs, and so contributes to pattern separation by

amplifying small input and place coding changes (Lee et al., 2004; Leutgeb et al.,

2007). This may dynamically enhance remapping despite local coherence in cor-

tical response changes (Fyhn et al., 2007). In Chapter 4, we explore hippocampal

remapping under various conditions of MEC realignment.

3.2 Model

3.2.1 Cortical inputs and connectivity

We consider a network model of 500 grid-cell response maps (Figure 3.1) project-

ing with random weights to 300 place units (Figure 3.2). The spacing and field

size of the grids are determined by linear approximations of observed grid-cell

spacing (Equation 3.2) and field-size (Equation 3.3) data, respectively. Unless oth-

erwise specified, the grid maps have randomized orientations and spatial phases

with spatial frequencies corresponding to the first 1mm of the dorsoventral extent

of dorsocaudal MEC (Figure 1.5c). We use this model to derive spatial represen-

tations of a 1m square environment in order to match the grid scale on which the

initially observed responses are based (see Methods and Hafting et al., 2005). New

environments are created by sampling new random spatial phases and orienta-
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Figure 3.1 Example grid-cell response maps A. Grid maps have random
spatial phases and orientations representing periodic coverage of a 1m
square environment. B. Illustration of a population input vector being
elicited by the simulated rat’s location in the environment ~X at a given
time t.

Figure 3.2 A minimal model for dynamically integrating MEC grid-cell
responses. Schematic of the spatial map formation model presented here
with equal-gain global inhibition enabling competition among place units.

tions for the grids in the input set and reconstructing the response maps.

Input convergence, or fan-in, is fixed in the weight matrix W so that each place

unit is innervated by 50% (250 grids) of the input set. This respects previous esti-

mates on the range of MEC inputs to dentate granule and hippocampal pyramidal

cells (100–1000; Amaral et al., 1990). For each random network that we simulate,

we set the afferent weights for each place unit to a random permutation of some
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random reference weight distribution (see Section 3.3.3 for details). We do this

so that all of the place units have not only the same overall synaptic gain, but

identically distributed afferent weights. This means that any heterogeneity of the

output responses cannot be the result of differences in the detailed connectivity

patterns across the network of place units. Finally, when we refer to a “network–

environment pair”, we indicate that a random network (determined by a random

weight matrix W) was used to simulate the spatial map for the cortical represen-

tation of a random environment (determined by random spatial phase and orien-

tation vectors).

3.2.2 Network interaction

Network interaction consists solely of recurrent inhibitory feedback mediated by

global recurrent inhibition (Figure 3.2), which we represent as an instantaneous

linear readout of fluctuations in the activity of the place-unit population. Each

place unit receives inhibitory input at gain Jinh and so has a recurrent neural field

hrec = −Jinh 〈~R〉 at any time-step in the simulation, where 〈·〉 indicates a population

average and ~R is the population firing rate vector for the place units. The afferent

field is the MEC input current ~haff = W ~RMEC, where ~RMEC is the population firing

rate vector for the grid inputs (Figure 3.1b). Each place unit integrates the total

field ~h (see Methods and Equation 3.4) within a nonlinearity characterized by a

half-rectified hyperbolic tangent:

τ
d~R
dt

= −~R +

⌈
tanh

(~h− λ
σ

)⌉
+

(3.1)

where τ is the integration time constant of the place units. The smoothness of the

nonlinearity is fixed at σ = 0.1, but the position of the nonlinearity with respect to

the total field ~h, set by λ, regulates the amount of afferent excitation that drives the
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network. The inhibitory gain Jinh and the position of the nonlinearity λ are the two

primary parameters of the dynamics of this model. Jinh determines the strength of

the recurrent competition while λ modulates the afferent excitation from the sim-

ulated grid maps. Since the recurrent interaction, the nonlinearity, and the weight

distributions are all homogeneous across the network, any spatial heterogeneity

within the network response follows from the structure of the cortical inputs and

the hard-wired network dynamics described here.

3.3 Methods

3.3.1 Software and graphics

The model simulation and analysis software were developed as custom Python

packages (http://www.python.org/). These packages use the NumPy library for

its ndarray implementation of numerical arrays (http://numpy.scipy.org/) and

the SciPy library for some scientific computing functionality (http://www.scipy.

org/SciPy/). Plots were created in IPython interactive sessions (http://ipython.

scipy.org/) using the matplotlib plotting library (http://matplotlib.sourceforge.

net/) and imported into Adobe® Illustrator® CS4 (http://adobe.com/Illustrator/)

for final composition. Two-dimensional matrix arrays were converted into RGB

image data using matplotlib colormaps and saved directly in the lossless Portable

Network Graphics format (PNG; http://www.libpng.org/pub/png/) using the

Python Imaging Library (PIL; http://www.pythonware.com/products/pil/).

For both simulations and data analysis, all maps of the 1m square environment

were represented as 100× 100 matrix arrays, so that each pixel represents 1 square

cm of the environment. Population maps, for both the simulated MEC and place

http://www.python.org/
http://numpy.scipy.org/
http://www.scipy.org/SciPy/
http://www.scipy.org/SciPy/
http://ipython.scipy.org/
http://ipython.scipy.org/
http://matplotlib.sourceforge.net/
http://matplotlib.sourceforge.net/
http://adobe.com/Illustrator/
http://www.libpng.org/pub/png/
http://www.pythonware.com/products/pil/


3.3 Methods 65

network, are represented as 3-index arrays with the unit index along the first di-

mension and the spatial indices along the last two (e.g., Figure 3.1).

3.3.2 Simulated MEC grid-cell responses

The simulated MEC grid-unit responses are modeled phenemonologically. The

grid metrics are computed based on the linear regressions between grid spacing

and recording distance ventral of the postrhinal (POR) border and between field

size and grid spacing (Supplemental Figure 4e–g of Hafting et al., 2005). For a

random population vector of recording locations ~d, uniform over the range 0–1

mm from the POR border, the corresponding grid spacing vector

−−−−−→
spacing (cm) = 30 + 20 ~d + ~εs (3.2)

and field radius vector

−−−−→
radius (cm) =

0.57√
π

−−−−−→
spacing + ~εr (3.3)

are computed, where ~εx are uniform random vectors on {−1.5, 1.5} to approximate

the observed variance of the grid metrics. Extended response maps of 211 × 211

pixels (about 4.5m square) are computed for each grid unit by placing Gaussian fir-

ing fields (half-max to peak of a two-dimensional Gaussian function) at the vertices

of a triangular grid with random spatial phase and 0 degrees orientation. All fields

have the same peak rate of 1.0 and are homogeneous within a given grid response

map. These extended maps serve as the basis of grid-unit response maps. Before

each simulation in a new environment, the response maps for each grid unit are

computed directly as translations and rotations, as defined by spatial phase and

orientation vectors, of a 100× 100 pixel window superposed on its corresponding

extended map. The cortical input vector, ~RMEC, at any location in the environ-
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ment is then available by indexing the MEC population map consisting of these

environment-specific response maps.

3.3.3 Spatial map simulations

Having the pre-computed MEC responses, we can then set up the model simula-

tion to create a spatial map. An afferent weight matrix W is created or restored

from a previous simulation. To create a random W, a reference weight distribu-

tion of uniform random weights on U{0, 1} from a random subset of 250 grid units

is sampled (i.e., 50% fan-in connectivity from the set of 500 simulated grid units

used here). Each row of W, corresponding to a place unit’s afferent weights, is set

to a random permutation of this reference distribution. Next, the population rate

vector ~R is initialized to the zero vector and a trajectory through the environment

is constructed. For all spatial map simulations presented here, a checker-pattern

raster-scan trajectory is used that samples every other pixel in the environment. We

did this for computational efficiency, as the spatial scale of place-unit responses is

significantly larger than a single pixel (1 square cm).

The simulation then consists of sequentially clamping the network to the input

vectors ~RMEC corresponding to the scan locations in the trajectory. Throughout,

the rate vector ~R is evolved according to Equation 3.1 using fourth-order Runge-

Kutta numerical integration. We integrate at a resolution of ∆ t = τ/10, so that a

simulation interval of duration τ comprises 10 discrete time-steps. For each time-

step, the total neural field ~h is computed, consisting of the afferent and recurrent

fields. In practice, the two component fields are multiplied by constants that bring

them approximately to unity order:

~h = α~haff + β ~hrec = αW ~RMEC − β Jinh 〈~R〉 (3.4)
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where α = 0.05 and β = 100. This allows the parameters Jinh and λ to be approx-

imately unity order. The clamp durations used in simulations here are typically

5–6 τ . The first pixel to be clamped is held for 10 τ to allow network activity to

come online. At the end of each input clamp, the final population rate vector asso-

ciated with that particular pixel is stored. The rate vector is not reset again except

in the simulations shown in Figures 3.20–3.26, in which ~R is set to the zero vector

after every pixel in order to synchronize the onset of the network response across

the environment.

3.3.4 Characterizing the spatial output

Rate response maps are constructed from the stored rate vectors resulting from the

rastern-scan of the environment. The sampled pixels are set directly in a popu-

lation array based on the stored data, while the non-sampled pixel responses are

computed as averages of all adjacent sampled pixels. Each response map is then

median-filtered with a 3× 3 kernel to remove single-pixel artifacts due to the aver-

aging process.

Spatial activity and place fields are then determined by several activity thresh-

olds. We consider noise to be all activity below 10% of the population maximum

rate or below 15% of a place unit’s own maximum rate. Then, based on these

thresholds, we determine and store all contiguously active regions of more than 50

square cm as active place fields. Using binarized maps demarcating active fields,

then, we compute place-unit coverage maps, population coverage maps and pop-

ulation representation maps of the environment. Various population spatial map,

place unit, and place field statistics are then computed based on the coverage, rep-

resentation and rate response maps. Place units with no active fields are consid-

ered “dead units” for the environment and are not included in place unit statistics.
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Spatial map sparsity is determined as the overall proportion of dead units in the

population within a given environment.

3.3.5 Parametric analysis and visualization

The two-dimensional parameter sweeps (Figures 3.3 and 3.4) are the result of sim-

ulating a single random network with a single random environment for a 15 × 15

grid of regularly–spaced points in (Jinh, λ)–space. Spatial coding charateristics

were stored for each sample point and a 256 × 256 matrix array was created us-

ing bilinear interpolation over the sampled data for visualization of the results

over the extent of the sampled parameter region. The one-dimensional parameter

sweeps (Figure 3.12) use a single random environment for each parameter con-

dition shown; at each point in the sweep, 10 random networks are simulated to

produce the resulting spatial map data for which means and standard errors of the

mean (SEMs) are shown.

To visualize the sparsity of spatial codes and the quality of code transitions

across the environment, we computed pair-wise population rate correlations of a

diagonal traversal through the environment (Figures 3.7a and 3.8). For each of

the 100 pixels from (0, 0) (lower left corner) to (100, 100) (upper right corner), we

computed the correlation between every pair of population rate vectors in the map:

Cij = corr
(
~R(i, i), ~R(j, j)

)
for i, j ∈ {0, 100}, (3.5)

where ~R is a population rate vector defined across the environment, i and j are

spatial indices in pixels (cm), and corr(·) is the Pearson correlation function. The

width of the diagonal band of the resultant 100 × 100 correlation matrix indicates

the scale of spatial correlations.

To visualize changes in rate distributions across λ (Figure 3.16) and within on-
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set dynamics (Figure 3.23), we constructed smoothed estimated probability den-

sity functions (PDFs). This method was adapted from the methods of Karlsson

and Frank (2008). For a given rate distribution, we computed a fine-grained cu-

mulative histogram (1000 bins for data of size 300), extended its end-points to re-

duce boundary effects, and convolved it with a Gaussian kernel for smoothing. For

the smoothed PDF, we computed the differential of the smoothed cumulative data,

cropped it to the original data range, and normalized the resulting densities to their

trapezoidal integral. The standard deviations (SDs) of the smoothing kernels used

are 0.1 (Figures 3.16 and 3.23a) or 5% of the data range (Figures 3.10b, 3.14c, 3.19

and 3.23b). In all cases, the width of the kernel was 10 times the SD.

To visualize and compare population fluctuations across the environment, we

computed per-pixel rate vector norms for both the simulated MEC inputs and spa-

tial map outputs. To compute the norms, we squared the elements of a popula-

tion map, summed along the first dimension (the population index), and took the

square root of the elements of the matrix array containing the resulting environ-

ment map: ∣∣∣~R(x, y)
∣∣∣ =

√√√√ N∑
i=1

(
~Ri(x, y)

)2

, (3.6)

where ~R is a population rate vector defined for all points (x, y) across the environ-

ment, and N is the size of the population.

Population autocorrelograms were computed to visualize the spatial scale and

correlational structure of the MEC inputs and spatial map outputs (Figure 3.18, top

row). We computed these by Fourier domain multiplication of a population map

with its complex conjugate, followed by summation along the first dimension (the

population index) and an inverse Fourier transform:

AutoCorr(~R) = F−1

(
N∑
i=1

[
F(~Ri) ∗ F(~R∗i )

])
(3.7)
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where ~R is a population ratemap defined across the environment, ~R∗ is its complex

conjugate, and F is a discrete Fourier transform across the spatial dimensions.

Linearizations of the autocorrelograms (Figure 3.18, bottom row) were computed

with a radial average, discretized into 1 cm bins, relative to the central peak. To

show the full symmetric autocorrelation, the radial average was then copied and

reflected across the mantissa.

3.4 Results

We begin here by using parameter sweeps to assess the dependence of various

spatial map properties on the primary dynamic parameters of the model. One of

the properties we consider, the total coverage of the environment by active place

fields, allows us to use this model to investigate global remapping in Chapter 4.

These parameter sweeps allow us to determine a parameter reference-point where

informative spatial representations are produced. We proceed to show that this

reference-point coincides with an excitatory–inhibitory balance state in the net-

work and that this balanced spatial coding allows effective competition for place

representation. We then present distributions and statistics of spatial map proper-

ties for random sample sets. Using autocorrelations, we show that spurious place

fields tend to be the result of the periodic grid structure of the cortical inputs. We

then assess the onset dynamics of spatial coding and show that the rate code is

slower to converge than the place code, which is available almost immediately.

3.4.1 Parameter dependence of spatial coding

First, we examine the interaction between the inhibitory gain Jinh and the nonlin-

earity threshold λ by sweeping ranges of both parameters for a single network–
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Figure 3.3 Searching the (Jinh, λ) parameter space for sparse but repre-
sentational spatial coding. A. Parameter sweeps for a network integrat-
ing an environment (data is linearly interpolated from 15 × 15 parameter
points). Several key criteria are shown: the proportion of dead units in the
network (left); the average number of place fields for active units (middle);
and percentage of the environment overlapped by at least one active place
field (right). B. Conditions on spatial map criteria for qualitatively relevant
spatial coding (black indicates condition met). The intersection of these
conditions (right) yields a band in (Jinh, λ)–space. Red ellipse indicates the
region around the reference parameter point we will use throughout.

environment pair. We simulated a parameter sweep (see Methods) of Jinh from

1.6 to 3.2 and λ from 1.2 to 2.4. Both parameters independently and additively

increase network sparsity and decrease the average number of place fields per ac-

tive unit (N.F.) and the proportion of the environment overlapped by active fields

(coverage) (Figure 3.3a). Sparsity varies from 32 to 94% across the sampled range,

N.F. from 1.00 (indicating no secondary place fields) to 1.81, and coverage from 13

to 98%. These measures are strongly correlated across the samples: N.F.–coverage

(r = 0.88); N.F.–sparsity (r = −0.99); sparsity–coverage (r = −0.94), where r is

the per-pixel Pearson coefficient of the interpolated sweeps. Average spatial rep-

resentation, also highly correlated to N.F. (r = 0.99), decreased from 3.6 fields per
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pixel to just 0.14. These measures and others, such as place-field peak rate and

area, vary smoothly across this parameter range (Figure 3.3). Though these spatial

coding measures are highly and mutually correlated, they are significantly less cor-

related with rate-based measures (Figure 3.5). The high degree of inter-correlation

is not surprising as these are different measures of the same underlying quantity:

the amount of output activity. Notably, for all of these measures, as λ increases, the

rate of change with Jinh tends to decrease. The position of the nonlinearity serves

to threshold the amount of activity that can drive the recurrent interaction, limiting

the effects of Jinh. Beyond λ ' 2.4, increasing λ shuts down all network activity.

To achieve biologically relevant spatial coding, we restrict spatial map sparsity

to 45–65% and N.F. to no more than 1.5. We further impose the basic represen-

tational constraint that active place fields must cover at least 85% of the environ-

ment. While coverage of the environment is dependent on network size (larger

networks would yield more place fields), we impose this constraint given our

fixed network size and the desire to explore the complete remapping of one spatial

representation into another (Chapter 4). These constraints demarcate different re-

gions of the parameter range and their intersection yields a band in (Jinh, λ)–space

(Figure 3.3b). We will consider a point within this band, where Jinh = 2.5 and

λ = 1.5 (Figure 3.3b, red ellipse), to be a reference point for good spatial coding.

Using the middle of the constraint intersection allows us to avoid the extremes of

either recurrence- or threshold-dominated network dynamics.

Aside from these critical measures, there are other ways to quantify the out-

put activity of the model. For the same parameter sweep spatial map simulations

(Figure 3.3), we compute several population-based, unit-based, and field-based

measures. Representation varies across the sampled range from 0.14 to 3.60 ac-

tive fields per pixel and averages ∼ 1.8 within the critical band (Figure 3.4a, left).
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Figure 3.4 Parameter sweeps across Jinh and λ for a variety of spatial map
characteristics. Additional measures are shown for the same set of simu-
lated spatial maps as in Figure 3.3a. A. Population spatial map measures.
Overall representation is measured as the average number of fields over-
lapping a given pixel (left), and the maximum rate attained in the popula-
tion spatial map (right). B. Unit-based measures. Average active coverage
by all fields (left) and maximum unit rate (right). C. Place field characteris-
tics. Average field diameter is computed directly from field area assuming
circularity. Average rate indicates the average firing rate throughout the
extent of a place field.

As a measure of the spatial extent of place fields, its parameter-dependence is cor-

related with both average per-unit coverage (Figure 3.4b, left) and average place-

field area and diameter (Figure 3.4c, left). However, the place field statistics ex-

hibit decreased modulation with parameter changes: average diameters, which are

computed directly from the areas, only vary from 9.9 to 10.9 cm across the range.

This corresponds to field areas of 79–97 square cm. These place fields are gener-

ally smaller than those observed in even the most dorsal region of hippocampus.
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Figure 3.5 The parameter dependence of various quantifications of spa-
tial map activity are strongly correlated. Spatial measures and rate-based
measures are more correlated within groups than between groups. A cor-
relation matrix of r2 values is calculated from pixel-by-pixel correlations of
parameter sweep data for any given pair of measures. These correlations
constrain the model in order for various constraints on spatial coding for
biological relevance to coincide (Figure 3.3b). For example, there is a min-
imally sufficient network size for enabling effective competition, which is
the reason for the number of place units used here (N = 300).

However, associative synaptic modification and excitatory recurrence, which are

not accounted for here, can play a significant role in increasing field size (see Dis-

cussion). We can also examine several rate-based measures. The maximum firing

rate of the population (Figure 3.4a, right) is close to 1.0 for much of the parame-

ter range, for λ < 2.0 when Jinh = 0.0 and λ < 1.5 when Jinh = 3.2, including the

critical band (Figure 3.3b, right). This means that network output is at or near satu-

ration of the possible dynamic range throughout the parameter region around the

reference point. Per-unit and per-field averages of peak rates (Figure 3.4b–c, right)
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vary with the population maximum except for non-monotonicity with respect to

λ below λ ' 1.5 (Section 3.4.5). Since there appears to be differential parameter

dependence between measures based on the spatial extent of activity and those

based on firing rate, we can construct a correlation matrix for each of these mea-

sures (Figure 3.5). This matrix shows the Pearson r2 values for pixel-by-pixel cor-

relations of parameter sweeps of pairs of spatial map properties. Though the min-

imum r2 here is 0.57, indicating substantial correlation between all measures, the

division between rate and extent measures is clear. Interestingly, stage coverage

(Figure 3.3a, right) is moderately correlated with both sets of measures. This indi-

cates that population coverage may be integrative of the area–rate relationship for

individual place fields (Figure 3.22a).

3.4.2 Inhibitory–excitatory balance for sparse codes

Fixing the nonlinearity at λ = 1.5, we can assess the effects of Jinh on the spatial

specificity of individual place-unit response maps. For the case of Jinh = 0.0, or no

recurrent inhibition, all place units respond at or near saturation throughout the

environment (data not shown). This indicates that λ is significantly low relative

to the afferent input distributions. Enabling recurrent inhibition at even a very

low gain, Jinh = 0.01, deactivates roughly half of the response field for most of the

network (Figure 3.6a, left). The improved specificity reveals the periodic structure

of the underlying cortical inputs, but the responses are not place-like. Increasing

Jinh to 0.1 silences most of the activity not due to local input peaks, so responses

are characterized by multiple fields (Figure 3.6a, middle). Another order of mag-

nitude increase in the inhibitory gain, to Jinh = 2.5, brings us to the reference point

for spatial coding (Figure 3.3b, right). Here, the individual response are largely

deactivated with a small number of heterogeneous regions of palce-like activity
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Figure 3.6 Inhibitory gain effects on the spatial specificity of place-unit
responses with a moderate threshold (λ = 1.5). A. Example place-unit
response maps of the same network–environment pair for Jinh = 0.01 (left),
Jinh = 0.1 (middle), and the reference parameterization Jinh = 2.5 (right).
B. Coverage maps demarcating active fields for the Jinh = 2.5 responses.
The top three units have single-field responses while the next two show
multi-field responses. The two bottom units are silent.
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(Figure 3.6a, right). Applying noise-floor criteria to establish active place fields

(see Methods), there is a diversity of single-field, multiple-field, and dead-unit re-

sponses across the population (Figure 3.6b). This diversity, sparsity, and irregular-

ity of response is qualitatively indicative of hippocampal place-like activity. (Note

that the same example network–environment pair presented here (Figure 3.6) is

used for spatial map data presented in several figures to follow: Figures 3.7, 3.8,

3.9, 3.10, 3.11, 3.13, 3.14 and 3.18.)

Fixing the strength of recurrent inhibition at Jinh = 2.5, we can assess the ef-

fects of λ on the quality of spatial representation. Comparing the three cases of

λ = 1, 1.5, and 2, shows that linear changes in λ smoothly modulate the sparsity

and coverage of the resultant spatial maps (Figure 3.7). The spatial scale of correla-

tions and smoothness between code transitions is evident in per-pixel population

rate correlation matrices for a diagonal traversal of the environment from (0, 0) to

(100, 100) cm (Figure 3.7a). Increasing λ decreases both the off-diagonal correla-

tions (due to secondary fields) and the spatial scale of correlation. Compared to

the spatial outputs, the spatial scale of the MEC inputs is more consistent across

the environment and off-diagonal correlations are more reflective of their period-

icity (Figure 3.8). Representation maps, superpositions of binarized active fields

that indicate the number of fields overlapping a given pixel, show both decreas-

ing representation and coverage of the environment (Figure 3.7b). However, de-

spite the decreasing coverage, the active field coverage remains evenly distributed.

This distribution is better visualized by place-field center-of-mass (COM) locations

(Figure 3.7c). For λ = 1, the map is densely populated with a substantial propor-

tion of weak fields (low peak rates are indicated by dark colors in Figure 3.7c), but

most of these weak fields are not apparent at the reference point λ = 1.5. Beyond

λ = 2, the peak rates of the smaller set of remaining fields become suppressed as
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Figure 3.7 Threshold effects on spatial coding with moderate recurrent
inhibition (Jinh = 2.5). A–C Simulations at four parameter points are
shown: λ = 1, λ = 1.5 and λ = 2 with Jinh = 2.5. A. Correlation matrix of
population rate vectors along a diagonal traversal of the environment from
(0, 0) to (100, 100) cm. B. Environment representation is shown as a super-
position of binarized place fields. Each pixel is colored by the number of
fields that overlap it. C. Scatter plots of the place field centers-of-mass, col-
ored by peak firing rate. With recurrent inhibition, λmodulates the degree
of spatial representation, but place fields evenly cover the environment.

more and more afferent excitation becomes subthreshold and unable to drive the

place population.
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Figure 3.8 Population rate vector correlations for the simulated MEC
inputs and balanced spatial outputs. Pair-wise correlations for a linear
traversal of the environment from the lower left corner (0, 0) cm to the up-
per right (100, 100) cm. A. MEC correlation matrix, same cortical represen-
tation used as input for the simulations in Figure 3.7. B. Balanced spatial
map output correlation matrix, same data as λ = 1.5 in Figure 3.7a.

Figure 3.9 Threshold-based sparsity yields poor environmental repre-
sentation. Using the same network as in Figure 3.7, the network sparsity
of (Jinh = 2.5, λ = 1.5) is matched when recurrent is disabled (Jinh = 0.0) by
increasing λ to 2.37. Without recurrent inhibition, spatial coding follows
the strongest input peaks (Figure 3.10) so that the place fields cluster into
correlated subgroups.
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Figure 3.10 Threshold maps track fluctuations of the input across the
environment. A. Population rate vector norms of the simulated MEC in-
puts set. B. Vector norms of the sparsity-matching threshold spatial map,
formed without recurrent inhibition. C. Per-pixel scatter plot of the MEC
vector norms and the output norms (top) shows strong correlation of input
magnitude with output magnitude. Threshold-based sparsity yields out-
puts corresponding to the strongest cortical input peaks. The distribution
of output norms (bottom) is highly skewed.

3.4.3 Feedback competition and informative representations

Since a threshold by itself is able to create individual place fields (McNaughton

et al., 2006; Solstad et al., 2006), it is instructive to see the effects on spatial repre-

sentation of relying on λ for output sparsity. Our example reference-point spatial

map (Figure 3.7, λ = 1.5) has 128 active units out of 300 or, equivalently, a network

sparsity of 57.3%. Turning off the recurrent interaction so that Jinh = 0.0, we have

to increase λ to 2.37 to achieve the same network sparsity. For the linear traver-

sal, off-diagonal correlations are stronger than in the recurrent cases (Figure 3.9a).

More importantly, however, the place fields have clustered into a small number of
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groups at the vertices of a quasi-triangular grid in the environment, resulting in

severely irregular spatial representation (Figure 3.9b,c) that covers only 19.4% of

the environment. The apparent grid corresponds to peaks in the magnitude of the

MEC population rate vectors (measured as vector norms; Equation 3.6) across the

environment (Figure 3.10a). The output population vector norms (Figure 3.10b),

closely corresponding to the representation map (Figure 3.9b), are distributed sig-

nificantly skewed to zero (Figure 3.10c, bottom). Those output norms that are sig-

nificantly non-zero, however, closely follow the underlying cortical input peak. In

a pixel-by-pixel scatter plot of the input–output transformation, the relationship

is robust and supralinear (Figure 3.10c, top). Even so, the output norms for this

case are highly correlated to the input fluctuations (per-pixel Pearson r = 0.84,

p ∼ 0). Without recurrent inhibition, the sparsity-matching threshold develops

place fields at peaks corresponding to coincident vertices of the most correlated

subset of MEC inputs.

To compare representational sparsity and the degree of information in the spa-

tial code, we can assess the redundancy of place fields. A rate-independent method

for doing this is to compute pixel overlap, equivalent to the area in square cm mu-

tually represented by two place fields. If an environment is evenly represented,

then fields across the environment will only overlap to a small degree with their

closest neighboring fields. To create a similarity matrix, then, we sorted the pri-

mary place fields of active units by quadrants and computed pair-wise pixel over-

laps with all other primary fields. For the reference-point spatial map, field simi-

larity is sparse, uniform, and largely restricted to the local quadrant (Figure 3.11a).

For the threshold-based spatial map, field similarity is strong throughout each

quadrant and irregularly distributed so that one quadrant contains the vast ma-

jority of fields (Figure 3.11b). This results directly from the uniform distribution of
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Figure 3.11 Place field similarity measured as pixel overlap. Place fields
are partitioned into quadrants of the environment, depending on COM
location, and pair-wise pixel overlaps are shown. A. Balanced reference-
point spatial map. B. Sparsity-matching threshold spatial map. Place fields
resulting from balanced spatial coding form a sparse, informative repre-
sentation, whereas those from the threshold case are highly redundant
with large blocks of correlated fields.

place fields in the former (Figure 3.7c) and the high degree of field clustering in the

latter (Figure 3.9c)

To investigate the statistics of parameter dependence around the reference point,

we computed sample sets of random networks forming representations of the

same environment across various ranges of λ (Figure 3.12a) and Jinh (Figure 3.12b).

Network sparsity and spatial specificity (N.F.) are shown along with the average

place-field peak rate, which together give an indication of the quality of spatial

coding. Notably, sparsity has a high gain around 50% with recurrent inhibition

disabled (Figure 3.12a, top left). That is, threshold-based spatial coding is highly

sensitive to small parameter changes. Also, the λ-range for relevant sparsity (50–

60%) does not coincide with the λ-range for relevant spatial specificity (N.F. < 1.5)

(Figure 3.12a, top). Further, network output progresses from saturated activity at

λ = 2.2 to complete silence at λ = 2.6. So not only does it require fine tun-
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Figure 3.12 Statistics of spatial map characteristics around the Jinh–λ bal-
ance point. A,B Data shown are mean ± SEM for N = 10 random net-
work simulations at each point. Columns show the proportion of dead
units (left), the average number of place fields per active unit (middle),
and the mean peak rate of place fields (right). A. Statistics across λ hold-
ing Jinh = 0.0 (top) and Jinh = 3.0 (bottom). B. Statistics across Jinh holding
λ = 1.5.

ing, it may not be possible to tune the output for biologically relevant spatial

representation. Enabling strong recurrent inhibition by setting Jinh = 3.0, both

sparsity and N.F. are quasi-linearly and predictably modulated by λ such that

there are relatively broad parameter ranges where good spatial coding is avail-

able (Figure 3.12a, bottom). Interestingly, in this case, average peak rates are non-

monotonic with λ (see Figure 3.15 and Section 3.4.5). Fixing λ to the value max-
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Figure 3.13 Distributions of spatial map characteristics for a single sim-
ulation at Jinh = 2.5, λ = 1.5. A. Unit-based measurements (out of 128
active units). B. Place field-based measurements (out of 183 place fields).
Note that field diameter is computed directly from field area assuming
circularity. Vertical dotted lines indicate means.

imizing average peak rates, λ = 1.5, the Jinh-dependence of these key measures

of spatial coding is similarly robust and predictable, but effectively monotonic

(Figure 3.12b). Here, the value Jinh = 2.5 minimizes N.F. to approximately 1.4

while also producing network sparsity of 55%.

3.4.4 Statistics of network spatial maps

We have shown that the parameter reference-point of Jinh = 2.5 and λ = 1.5 pro-

duces sparse and informative spatial maps with biologically relevant properties
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and well-distributed place fields. We can then assess the individual distributions of

place coding properties that generate the averages and statistics that we discussed

above. The number of fields is distributed exponentially: 85, 34, 6, and 3 place

units have 1, 2, 3, and 4 place fields, respectively (Figure 3.13a, top). This averages

to 1.43 fields per unit. Unit maximum rates (Figure 3.13a, middle) and place-field

peak rates (Figure 3.13b, top) are normally distributed across most of the possible

range of firing rates, from 0.2–1.0. Finally, the spatial extent of active response is

skewed toward the low end, such that larger fields are less likely to form. This

is evident in the distributions of the total proportional coverage by place units

(Figure 3.13a, bottom) and place field size (Figure 3.13b, bottom panels). Popula-

tion means are indicated by vertical dotted lines.

The simulated spatial maps presented here depend on a random network and

a random environment, so these place code distributions will vary across simula-

tions. To assess the degree of variance in the spatial coding properties of reference-

point simulations, we simulated sample sets of 25 spatial maps for several differ-

ent conditions: random network paired with a random environment; random net-

works paired with the same environment; and a single network paired with ran-

dom environments. For each spatial coding characteristic, we computed means,

CIs, and SDs (Table 3.1). The SDs for the single-network and single-environment

sample sets are shown alongside the data for the random sample sets. Even though

both random networks and environments contribute variance to the statistics of

spatial coding around the reference point, overall spread is low.

3.4.5 Dynamic competition for representation

The competitive network dynamics mediated by recurrent inhibition enable the

uniform distribution of place fields across the environment despite inhomogeneities
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Table 3.1 Spatial map statistics for random samples at the parameter
reference-point for balanced spatial coding. ‘Map’ values are computed
across sampled maps; ‘Units’ across all active place units in sampled maps;
and ‘Fields’ across all active place fields in sampled maps. Mean, CI (95%
confidence interval), and SD (sample standard deviation) describe a sam-
ple set of random environments paired with random networks. Net. SD
is for a sample set of random networks against a single environment; Env.
SD is for a single network against random environments. For all sample
sets, N = 25.

Type Value Mean ± 95% CI SD Net. SD Env. SD

Map

Sparsity 0.548 ± 0.0107 0.0272 0.0311 0.0187

Coverage 0.935 ± 7.10E–03 0.0181 0.0124 9.02E–03

Representation 1.723 ± 0.0594 0.152 0.146 0.0503

Max. Rate 0.962 ± 7.40E–03 0.0189 0.0237 0.0131

Units

Num. Fields 1.438 ± 0.0244 0.726 0.746 0.749

Coverage 0.0127 ± 2.63E–04 7.82E–03 8.22E–03 8.28E–03

Max. Rate 0.621 ± 5.87E–03 0.174 0.172 0.185

Fields

Area (cm) 88.4 ± 0.899 32.0 32.4 32.6

Diameter† (cm) 10.5 ± 0.0509 1.81 1.82 1.84

Peak Rate 0.583 ± 4.99E–03 0.178 0.176 0.189

Average Rate 0.327 ± 3.01E–03 0.107 0.107 0.112
† Field diameter is computed directly from area assuming circularity.

in the input norms. This is evident, for the reference-point spatial map, in both

its representation map (Figure 3.7b) and output norms (Figure 3.14b). Unlike the

sparsity-matched threshold case, the input and output norms are significantly but

weakly correlated (per-pixel Pearson r = 0.19, p < 10−84; Figure 3.14c). The

activity-dependent competitive mechanism enables the network to mitigate the

tracking of input fluctuations and instead develop spatial codes that rely on the

detailed relative distribution of the input currents at any point in the environ-

ment. This input independence is further illustrated by the marginal distributions:

the strongly peaked MEC norms are transformed into output norms that are dis-
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Figure 3.14 Input and output fluctuations across the environment are not
strongly coupled. A,B Population rate vector norms for each pixel in the
environment. A. MEC input set (same data as Figure 3.10a). B. Spatial
map output. C. The MEC input norms are significantly but weakly cor-
related with the output norms (r = 0.19, p < 10−84), for a simulation at
Jinh = 2.5, λ = 1.5. Scatter plot shows per-pixel input–output comparison
with regression line. Marginal distributions are smoothed with a Gaussian
kernel for visualization (see Methods). The strongly peaked input distri-
bution yields a broad, flat output distribution, indicating that the network
is able to mitigate input-following by developing spatial codes based not
on the magnitude of MEC inputs but on their detailed relative distribu-
tions across the environment.

tributed broadly and uniformly (Figure 3.14c).

If recurrent inhibition mediates a dynamic competition for representational

power, then stronger fields should represent relatively more space. To assess this,

we can correlate the peak rate of a place field with a measure of the distance of its

neighbors: here, we use the mean COM distance of the two nearest neighbors.

There is significant peak–neighbors correlation for the λ = 1 (slope (m) = 1.2

cm/rate, r = 0.22, p < 0.001) and λ = 1.5 (m = 3.9, r = 0.47, p < 10−10) cases,

but not for λ = 2 (m = −0.47, r = −0.02, N.S.). This implies an upper bound on λ
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Figure 3.15 Average place-field peak rates are inverse U-shaped with λ
when recurrent inhibition is strong. A. Peak rates are maximized by a
moderate threshold λ value (same panel as Figure 3.12a, bottom right), but
only when recurrent inhibition is active (Jinh = 3.0). Here, the smoothness
of the nonlinearity is fixed at the default value of σ = 0.1. B. Parame-
ter sweep (see Methods) showing the mean peak rate across the position
(λ) and the smoothness (σ) of the place-unit nonlinearity (Equation 3.1).
Peakiness of the λ curve is strongly attenuated by increasing σ.

for enabling representational competition.

Spatial map statistics generally demonstrate monotonic dependence on the dy-

namic parameters (Figures 3.3a, 3.4, and 3.12). As mentioned above, one exception

to this is the mean place-field peak rate across λ, which is inverse U-shaped with

a maximum around λ = 1.5 when Jinh = 3.0 (Figure 3.15a). The (Jinh, λ) parameter

sweeps further show that this peak occurs in the region around the reference point

(Figures 3.3b and 3.4c). If this non-monotonicity is indicative of cooperative or bal-

anced network activity, then it is instructive to assess how it may be modulated

by the other parameter of the place-unit nonlinearity (Equation 3.1), its smooth-

ness σ, which has been fixed so far to the value σ = 0.1. We computed a (λ, σ)

parameter sweep, holding inhibitory gain fixed to Jinh = 3.0, demonstrating that

the λ-dependence of the mean peak rate is strongly modulated by σ (Figure 3.15b).
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Figure 3.16 Modulating the amount of afferent excitation affects the
quality of the peak rate distribution. Increasing λ broadens the peak
rate distribution up to λ ' 1.5, after which the distribution becomes more
Gaussian and the mean peak rate drops. Densities are smoothed with a
Gaussian kernel for visualization (see Methods).

Decreasing σ below σ = 0.1 increases both the peakiness of the inverse U-shape

and the maximum value of the mean peak rate. This indicates that a more step-

like nonlinearity may further enhance the competitive balance; in effect, enabling

cortical excitation to more efficiently drive the network. However, we observed

that using a Heaviside step function as the place-unit nonlinearity results in non-

Gaussian place fields and rate distributions that are not capable of maintaining an

informative rate code (data not shown). Much larger values of σ severely diminish

λ-modulation of the mean peak rate. Lastly, because this maximum coincides with

the high peak–neighbors regression slope and correlation at λ = 1.5, the λ effect

on representational competition may also be evident in the λ-dependence of the

population rate distribution.

To assess the comodulation of competition and peak rates, we simulated an-
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Figure 3.17 Moderate threshold enables both effective representational
competition and broadly distributed peak rates. Peak–neighbors regres-
sion slope and correlation vary smoothly together and with mean peak
rate as threshold increases from λ = 0.8 to λ = 1.8, but at higher activ-
ity thresholds there is a disjunction in the quality of competitive spatial
coding. The reference-point λ = 1.5 simulation (black arrows) maximizes
mean peak rate and has stronger competitive slope and correlation than
lower thresholds. This suggests a balance between Jinh and λ that enables
both healthy competition and coherent spatial representation.

other network–environment pair holding Jinh fixed at 2.5 while varying λ from 0.8

to 2.2. The peak rate distribution of the whole place population changes signif-

icantly across this range (Figure 3.16). For low thresholds (blue lines), there is a

strong mode at the low end with a long tail to the high end of the range, indicating

that a small subset of winners is suppressing the rest of the population. For moder-

ate thresholds around λ = 1.5 (black lines), corresponding to the maximum of the

mean peak rate across λ (Figure 3.15), the distribution has broadened and become

more symmetric, indicating a more uniform rate distribution. Further increasing λ

beyond 2.0 (red lines), the rate distribution narrows substantially and shifts lower.
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That is, if λ is too low, a small number of units win everything; too high and the

population is relatively equal but poorly tuned. It also changes the quality of com-

petition: the peak–neighbors regression slope and correlation vary together and

with the mean peak rate smoothly up to λ ' 1.9, where the progression of rep-

resentational competition and the rate distribution changes (Figure 3.17). We sug-

gest that these effects of λ, by modulating the amount of input activity driving the

competition, demonstrate that a balance between the afferent excitation and the

recurrent inhibition enables competitive fairness across the widest dynamic range.

Thus, our parameter reference-point of Jinh = 2.5 and λ = 1.5, which we previ-

ously demonstrated to produce qualitatively relevant sparsity and spatial speci-

ficity (Figure 3.13), also enables efficient, effective and balanced competition for

representation of the environment.

3.4.6 Autocorrelations and spurious place fields

Secondary place fields, those active fields of a place unit with peak rates less than

its maximum rate, contribute to decreased spatial specificity for that unit and spa-

tial coherence for the map as a whole. Inspection of the population autocorrela-

tions of the simulated MEC inputs and place-unit response outputs reveals where

these fields tend to appear. The periodic structure of the grids is evident as a ring

of secondary correlations around the central peak in the MEC population autocor-

relogram (Figure 3.18a, top). The peak of this ring occurs at a radius of around 40

cm (Figure 3.18a, bottom), closely corresponding to the median grid spacing in our

simulations of 39.2 cm. Notably, a qualitatively similar correlation structure is evi-

dent in the autocorrelogram of the output spatial maps, though at a much reduced

level relative to the central peak (Figure 3.18b). Since input peaks across place units

are randomly distributed in the environment (due to sparse, randomly weighted
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Figure 3.18 Autocorrelations for the simulated MEC inputs and spatial
map outputs. (top) Two-dimensional population autocorrelograms. (bot-
tom) Linearizations of the corresponding autocorrelograms. A. The sim-
ulated MEC input set shows strong secondary correlations off the cen-
tral peak at the median grid spacing 39.2 cm. B,C Spatial map outputs.
The width of the central peak at half-max is 7.9 cm. B. The grid-based
secondary correlations feed through, though at a low level (arrows, left).
Viewing the same data with a periodic colormap and log plot (right) en-
hances the contrast of these residual correlations for visualization. C. Re-
stricting the population ratemap to just the primary place fields removes
the grid-dependent correlations, indicating that secondary place fields
tend to develop at the grid vertices of strong inputs that also contribute
to the primary field.

synapses from an input set with random spatial phases), it is not likely that these

input-driven secondary correlations are due to correlations between place units.

There must be some degree of grid-scale correlation within the response maps of

individual place units. To assess this, we considered the distribution of the COM

distances of secondary place fields from their unit’s primary field. This distribu-

tion, computed for the 1,485 total secondary fields in the 25 spatial maps of the

reference-point random sample (Table 3.1) and smoothed with a Gaussian kernel

(see Methods), has a strong proximal mode at 39.0 cm and a weaker second mode

at 78.0 cm from the primary place field (Figure 3.19). The shallowness and high dis-

persion of the second mode may be due to frequency-mixing, the diversity of ver-
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Figure 3.19 Spurious fields tend to form at the vertices of strong grid in-
puts. The distribution, for all 1,485 secondary (non-primary) place fields in
the sample of 25 random reference-point simulations (Table 3.1), of COM
distances from each place unit’s respective primary field. Modes occur at
both 39.0 and 78.0 cm from the primary field COM, corresponding to mul-
tiples of the median grid spacing of our set of simulated MEC inputs (39.2
cm). Since there are no grid-scale correlations in spatial phases between
grid maps, this indicates that spurious fields tend to form at vertices of
strong grid inputs that also contribute to the cortical input peak underly-
ing the primary place field. The distribution is smoothed with a Gaussian
kernel for both visualization and mode determination (see Methods).

tex distances in the hexagonal MEC grid structure, and/or frequency-dependent

decorrelation of grid spatial phases with distance from the primary place field.

However, these modes occur at nearly exact multiples of the median grid spac-

ing, indicating that secondary fields tend to form at the vertices of grid inputs that

contribute to the input peak that gives rise to the place unit’s primary place field.

Indeed, if we construct output ratemaps that set to zero all values outside of a

unit’s primary field, then the grid-scale secondary correlations disappear leaving

only the central peak of the autocorrelation (Figure 3.18c). This peak has a width

of 7.9 cm at 50% and 13.4 cm at 20% of the maximum correlation.
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3.4.7 Onset dynamics of map formation

The competition among place units to represent the environment occurs through

time, so we can examine the temporal evolution of spatial coding as the network

initially responds to a novel environment. In our simulations, the amount of time

equal to a single integration time-constant τ is divided into 10 discrete computa-

tional time-steps and each pixel is clamped for typically 5–6 τ (see Methods). To

address the time-course of response, we created a sequence of spatial maps for

a random network–environment pair corresponding to each simulation time-step

(see Methods) from 0.0 to 5.3 τ . So that each pixel in the environment initializes

its response in the same state, the population rate vector was reset to zero as the

network was clamped to each new input vector. Due to the fixed nonlinearity and

recurrent dynamics of the model, network rates only become significantly nonzero

after a certain period of time, typically 2–2.5 τ . For this series of spatial maps, this

occured at 2.4 τ , so we consider the dynamics of the response from that point on

using the index ∆ t, ranging from 0.0 to 2.9 τ .

Several measures of spatial representation converge rapidly. Initially, all place-

unit responses are active across the environment, but rates are below the noise

floor. Thus, sparsity decreases from 1.0 and N.F. increases from 1.0 as the interneu-

ron ramps up during the response, driving the sparsification of the outputs. Those

values, along with environment coverage and per-pixel representation, rapidly

converge within 1–1.5 τ of the onset of suprathreshold activity (Figure 3.20a). The

absolute maximum rates of the place units are relatively slow to develop dur-

ing the response (Figure 3.20b, dotted lines), but the structure of their distribu-

tion (normalized to the spatial map maximum) is largely in place by ∆ t = 2.0 τ

(Figure 3.20b, solid lines). The rate maxima do not follow the same temporal evo-

lution across the population. We can sort the place units by their final maximum
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Figure 3.20 Short-timescale dynamics of spatial map formation. This
data is based on a series of spatial maps created at each time-step as a
random network is clamped to a novel environment (see Methods). This
progression is indexed by ∆ t which varies from 0.0 to 2.9 τ , indicating
time (expressed in integration time-constants) since the initial onset of
suprathreshold activity. For our simulations, there are 10 discrete time-
steps per simulated τ . A. Time-course of four critical measures of spatial
coding shows stabilization around 1.0 τ . B,C Peak rates sorted by final
peak rate at ∆ t = 2.9 τ . B. Evolution of median peak rate of place-unit
quintiles. Solid lines are normalized to map maximum rate; dotted lines
are absolute rates. C. Peak rates for all N = 300 place units. The sort
does not hold for earlier points in the response, indicating that the hetero-
geneity of competition across the environment differentially influences the
time-course of the rate response.
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Figure 3.21 Examples of rate evolution of winning units at single loca-
tions in the environment. The onset of winning place-unit rates are shown
for four different locations in the environment as the network response
progresses. Only units with final rates greater than 0.1 are shown. The
detailed distribution of afferent input currents across the population de-
termines how well a given place unit can compete at a given location. This
heterogeneous competitive balance contributes to differential rate evolu-
tion (Figure 3.20c) and to dynamic pattern separation by enhancing input
sensitivity.

rate at ∆ t = 2.9 τ and show that the sort does not hold for progressively earlier

periods in the response (Figure 3.20c). Though, there remains a tendency for units

with relatively high maximum rates early in the response to also converge to rela-

tively high rates. The rate evolution is dictated by the detailed competitive balance

at the particular location in the environment to which a given place unit ends up

responding maximally. The rate response for the winning units at example lo-

cations (Figure 3.21) shows that the competition usually occurs between a small

number of units and the particular rate evolution of those units is unique to the
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Figure 3.22 The place field area–peak relationship strengthens with the
response. A. Per-field scatter with regression lines at several points of the
response. B. The area–peak slope increases steadily (top) and maintains a
strong correlation around r = 0.72 (bottom).

location. Every location has its own detailed distribution of afferent input currents

(Equation 3.4) that determines the time-course of the place competition.

If place fields are considered Gaussian firing fields of a certain spatial scale,

then there should be a positive correlation between the peak rate and size of a

place field. Indeed, significant area–peak correlations are evident throughout the

response (Figure 3.22a). The slope of this relationship steadily increases with the

response while maintaining high correlation (Figure 3.22b). The rate of increase of

the slope levels off by ∆ t = 2.9 τ but continues to increase. The range of place

field areas broadens somewhat during the response, so the increase in slope is due

primarily to differential evolution of the peak rates: stronger place fields increase

their peak rates faster.
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Figure 3.23 Evolution of peak rate distributions shows rapid conver-
gence in the relative structure of the rate code. Population rate distri-
butions initially only have a very small number of units with non-zero
rates. This low mode rapidly broadens out and converges to become more
uniformly distributed as the response progresses. A. Rates normalized
to maximum map rate. B. Absolute peak rates (shown as log plot). The
distributions are smoothed with a Gaussian kernel for visualization (see
Methods).

3.4.8 Dynamics of place and rate code convergence

Due to its importance to the resultant spatial coding characteristics, we can ex-

amine the temporal evolution of the population rate distribution. It can be in-

dicative of both the timescale of rate-code convergence and the effects of compe-

tition on representational strength over time. The relative rate distribution (rates

normalized to the spatial map maximum) changes rapidly over the course of the

response (Figure 3.23a). Initially, at ∆ t = 0.0 τ , most units have not begun to re-

spond and only a small subset has non-zero rates. At that point, absolute rates

only range from 0.0–0.1 (Figure 3.23b). This initial low mode begins to broaden

into a more uniform distribution within a small number of time-steps. Around

∆ t = 1.0 τ , or 10 simulation time-steps after the onset supratheshold activity, the

relative rate distribution does not appear significantly different from the final dis-

tribution at ∆ t = 2.9 τ even though the range of absolute rates is only 75% of
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Figure 3.24 Population rate distributions become statistically different
on the timescale of integration. Pair-wise independent Kolmogorov-
Smirnov (K-S) tests for changes in peak rate distributions across the re-
sponse. K-S test p-values (left) and significance at p = 0.05 (right; black in-
dicates N.S.) show that the absolute rate distributions (A) converge slower
than the normalized rate distributions (B), similar to but overall slower
than the network average changes shown in Figure 3.25. The absolute
rates lose significance at ∆ t = 1.9 τ while the normalized rates do so at
∆ t = 1.0 τ .

its final range (Figure 3.23). This indicates that the relative structure of the rate

distribution converges on a faster timescale than the absolute rates. This is ver-

ified by pair-wise Kolmogorov-Smirnov tests between each time-step of the re-

sponse. The absolute rates first become statistically similar to the final distribu-

tion (p > 0.05) at ∆ t = 1.9 τ (Figure 3.24a) while the normalized rates do so at

∆ t = 1.0 τ (Figure 3.24b). The final distribution is fairly broad: there is a small lo-

cal peak below 20% of maximum, a flat plateau from 20–60%, and then the density

approaches zero as rates approach the map maximum (Figure 3.23). As the net-

work responds to its cortical afferents, the rates tend to increase on the timescale
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Figure 3.25 Pair-wise convergence of place-unit peak rate and location
during the response. Population changes in place and rate coding are
quantified between every pair of time-steps in the response. A. Rate codes:
network average of peak-rate change for max-normalized (left) and abso-
lute (right) rates. B. Positional codes: network average of peak firing lo-
cation distances across place units. The positional codes converge almost
immediately, followed by the normalized rate structure and then the ab-
solute rates.

of their integration constant τ , but this growth in place-unit activity equivalently

drives the global interneuron. This balanced inhibitory drive increases both spar-

sity and spatial specificity as the network response progresses.

Does this process differentially affect the timescale of availability of place and

rate codes? To assess this, we can consider pair-wise measures of changes to place

unit maximal rates and locations for each time-step across the response. For the

rate code, the network average of the normalized rate change for normalized rates
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Figure 3.26 Differential time-courses for population covergence of place
and rate codes. Population changes in spatial coding (as in Figure 3.25)
are shown relative to just the final peak rates and locations. A. Half-max
convergence of the normalized (solid line) and the absolute (dotted line)
rate code occurs in ∆ t = 0.42 τ and ∆ t = 0.82 τ , respectively. B. Half-max
convergence of the positional code occurs in ∆ t = 0.28 τ . The place code
converges much faster than the rate code, and it is the first component of
the spatial representation to become available.

converges to zero faster than that of absolute rates (Figure 3.25a). Considering the

rate change from just the final time-step, ∆ t = 2.9 τ , half of the maximum evolu-

tion has occured for normalized rates by ∆ t = 0.42 τ (using linear interpolation

between time-step values) and for absolute rates by ∆ t = 0.82 τ (Figure 3.26a). A

measure of positional change, the population average of distances that maximal

response locations shift, shows pair-wise convergence within a very small number

of time-steps (Figure 3.25b). Indeed, half-max evolution toward the final positional

code has occured by ∆ t = 0.28 τ (Figure 3.26b), which is 33% faster than absolute
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and 66% faster than normalized rate-code convergence, respectively. Thus, the

structure of the final spatial code is largely available within 1–1.5 τ : the positional

code is nearly immediately available while the relative and absolute rate codes

converge relatively more slowly.

3.4.9 Trajectory dependence of spatial coding

Having analyzed the properties of spatial coding for this model, it is important to

determine whether the network response ratemaps that we create based on raster

scans of the environment (Section 3.3.3) are representative of the output of be-

havioral trajectories. To address this, we simulated the spatial map of a random

network–environment pair as usual and compared it to the real-time output of a

naturalistic trajectory. This 30-s trajectory is a smooth random walk with an aver-

age linear speed of 15 cm/s (Figure 3.27a) to emulate the exploratory or foraging

behavior of a rat in a novel environment. For such a trajectory, the value of the

integration time-constant (Equation 3.1) influences the output since it determines

the relative responsiveness of the network to the continuously changing cortical

inputs. Relatively fast integration should result in less discrepancy between raster-

based and real-time output by more closely tracking input changes and allowing

the place-unit competiton to converge faster (Figure 3.26).

Because the time-scale of a putative biological analog for the inhibitory feed-

back interaction that we model here is at best unclear (Section 3.5.3), we simulate

the naturalistic trajectory for five values of τ , ranging from 50–250 ms. All of these

simulations were integrated in 5 ms time-steps. At every time-step, we show the

correlation strength between the population rate vectors of the output from the nat-

uralistic trajectory and the corresponding location in the pre-computed ratemap

(Figure 3.27b). Correspondence between the two spatial codes is generally high
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Figure 3.27 Spatial map properties determined using an artificial raster
trajectory are strongly correlated with outputs from a naturalistic tra-
jectory. We simulated the spatial map for a single network–environment
pair as usual (Section 3.3.3) and compared it to the real-time output of a
smooth random-walk trajectory (average speed 15 cm/s). A. The 30-s tra-
jectory through the 1m square environment (blue circle: start location; red
circle: end location). B. Correlation strength between corresponding pop-
ulation rate vectors in the raster-scan spatial map and the random-walk
output across time. The naturalistic trajectory was simulated with five dif-
ferent values for the integration time-constant τ (Equation 3.1), ranging
from 50–250 ms. C. Box-and-whiskers plots of the distribution of trajec-
tory correlations across time for each τ .

but characterized by irregular, transient decorrelations. Correlations between these

events approach r = 1. The time-course is similar across τ , with slower integration



104 Chapter 3

resulting in more substantial decorrelations as expected. Distributions of correla-

tion across time (Figure 3.27c) show that, even with longer τ , there is high correla-

tion during most of the random-walk trajectory. Median correlations (red lines in

Figure 3.27c) range from r = 0.84 for τ = 250 ms to r = 0.98 for τ = 50 ms. This

makes sense considering that the spatial scale of network output is about 13 cm

(Figure 3.18c), commensurate with the distance traversed in this trajectory in 1-s.

That is, τ approaching 1-s would likely result in output unrelated to the converged

responses, but then our putative feedback interaction would be outside the range

of activity-driven network dynamics.

3.5 Discussion

3.5.1 A model of dynamic competition

We present a network model of hippocampal spatial representation that is both

capable of global remapping (Chapter 4) and is dependent only on short-timescale

network dynamics. This minimal dynamic model produces sparse, informative,

population spatial maps for any particular spatial phase and orientation alignment

of a simulated population of MEC grid-cell responses (Hafting et al., 2005). Here,

any such alignment determines the cortical representation of an environment, all

of which are novel to the network due to random afferent synaptic weights. Our

interest in such a model rested primarily on the observations that MEC realign-

ment and global remapping in CA3 are both contiguous and nearly instantaneous

(Fyhn et al., 2007). Both observations put strict constraints on putative mechanisms

linking the two phenomena and, further, suggest that hippocampus is performing

a dynamic real-time readout of its cortical inputs.
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The hypothesis of a real-time readout is consistent with a number of recent

studies showing that the perforant path structures receiving MEC layer II input,

dentate gyrus (DG) and CA3, form an independent spatial coding system special-

ized for indexing distinct environmental contexts (Vazdarjanova and Guzowski,

2004; Leutgeb et al., 2004; Lee et al., 2004; Lee and Knierim, 2007) and rapidly in-

tegrating new spatial information (Lee et al., 2004; Leutgeb et al., 2006; Leutgeb

and Leutgeb, 2007). Much of the rapid spatial learning in DG and CA3 depends

on synaptic plasticity (Nakazawa et al., 2003; McHugh et al., 2007; Leutgeb et al.,

2007; Haberman et al., 2008), but to achieve nearly instantaneous readout of the

structure of MEC responses, we restricted the model to activity-dependent dynam-

ics. That is, the spatial codes developed by this model comprise the initial state of

the network upon introduction to a novel environment; the resulting “prototype

maps” may drive subsequent processes of synaptic modification that evolve the

spatial maps with further experience in the environment. Because the temporal

and metabolic costs of learning are related to the degree to which a prototype map

must be modified in order to become functional to the animal, our goal was to

achieve qualitatively relevant levels of sparsity and spatial specificity in the indi-

vidual responses and robust representation of the environment in the population

maps. That is, better prototype codes enable faster, more efficient evolution of the

familiarized representations attained through learning.

To approach this question, then, we employed nonlinear place units and feed-

back inhibition provided by a single global interneuron. To ensure that any hetero-

geneity in output responses are due to the network interaction, the place popula-

tion is homogeneous up to the particular permutation of afferent synaptic weights

from the simulated MEC grid-cell response maps (see Methods). Thus, we al-

low the feedback inhibition to mediate dynamic, activity-dependent competition
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among the place units as the sole source of response diversity. For the cortical in-

puts, we made no assumptions regarding metric structure of the grids in MEC,

so each simulated grid map has a random spatial phase and orientation with grid

periodicity sampled from the observed range (see Methods).

The spatial frequency range of MEC inputs used here is associated with CA3

spatial responses having the lowest relative spatial scale of correlations on a large

track (Kjelstrup et al., 2008), so network output may correspond to the scale evi-

dent along the most dorsal 20% of hippocampus. Since hippocampal pyramidal

cells typically are innervated by projection cells along a dorsoventral extent of at

least 25% of MEC (Dolorfo and Amaral, 1998) and the relative scale of grid-cell

responses tends to cluster into subgroups (Barry et al., 2007), we suggest that it

is likely that this frequency range corresponds to a single projection band to hip-

pocampal areas near the septal pole. As such, this input–network pair abstracts

a dorsal hippocampal subnetwork served by a single interneuron (or a correlated

set of interneurons).

3.5.2 Place representations and spatial phases of grids

Initially, we demonstrated that this mechanism can be broadly tuned, where strong

inhibitory gain is coupled with balanced afferent excitation, to produce sparse and

informative spatial maps. Typically, in hippocampus, around 70% of principal

cells in CA3 and 50% in CA1 are silent “dead units” within a given environment

(Wilson and McNaughton, 1993; Lee et al., 2004; Leutgeb et al., 2004). One study

of simultaneously recorded CA3 pyramidal and DG granule cells demonstrated,

on average, 1.1 and 1.9 place fields per active cell, respectively (Leutgeb et al.,

2007). Here, on average, our maps exhibit 54.8% sparsity and cover 93.5% of the

environment such that 1.72 place fields overlap any given location, and active units
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have 1.44 place fields (Table 1). That is, we demonstrate network sparsity similar to

CA1 but not as high as CA3, and spatial specificity of individual responses better

than DG but worse than CA3. The prototype maps, then, could be considered

degenerate CA3 maps, characterized by the presence of spurious secondary place

fields (Figure 3.19) and disproportionately large active coding subsets.

Since the discovery of grid cells, several modeling studies have addressed the

derivation of place fields and maps from grid cell responses. It was noted early on

that a thresholded linear summation of grid maps with matching spatial phases

can produce a single restricted field at the location where the grid phases coincide

(O’Keefe and Burgess, 2005; McNaughton et al., 2006). Solstad et al. (2006) showed,

by thresholding linearly summed grid maps after subtracting a constant inhibitory

term, that maintaining identical grid phases allows a small number (10–50) of MEC

inputs to produce single well-defined place fields. More recently, Hayman and Jef-

fery (2008) extended a similar model to include context-dependent switching of

correlated inputs sets afferent to distinct dendritic branches of linear DG units. In

that model, remapping is achieved by differential activation of subsets of phase-

matched MEC inputs; these correlated MEC subsets drive a layer of DG units,

highly correlated subsets of which exclusively innervate CA3 units. While the CA3

units show place fields and demonstrate remapping between contexts, significant

synaptic reorganization of both spatial and contextual inputs is required to facili-

tate the necessary input clustering and connectivity patterns (Hayman and Jeffery,

2008). Such contextual gating may contribute to map retrieval in familiar environ-

ments, but it is unlikely to be relevant on the timescale of a first pass through a

novel environment.

Models integrating over grids with heterogeneous spatial phases have so far

relied on some form of associative Hebbian plasticity to produce sparse spatial
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codes. Rolls et al. (2006) examined a competitive learning network model of DG

in which recurrent inhibition was implemented as a global activity threshold cho-

sen to produce a specified degree of output sparsity. In that model, similar to our

sparsity-matching case (Figure 3.7) in that initial sparsity is achieved purely with

a global activity threshold, the linear DG units demonstrated poor spatial speci-

ficity (averaging 6.81 fields) until the afferent synapses were associatively tuned

with a Hebbian learning rule (averaging 2.63 fields) (Rolls et al., 2006). More re-

cent spiking models of CA1 (Savelli and Knierim, 2007) and DG (Molter and Yam-

aguchi, 2008) that integrate MEC inputs with diverse spatial phases show that such

learning rules potentiate a subset of MEC inputs with coincident spatial phases,

leading to well-tuned place fields and high spatial specificity. These competitive

learning models rely on heterosynaptic long-term depression, whether simulated

(Savelli and Knierim, 2007) or by explicit synaptic renormalization (Rolls et al.,

2006; Molter and Yamaguchi, 2008), to maintain effective competition for place

representation.

The present work attempts to decouple output competition from learning mech-

anisms that, while fast, require nontrivial experience within a new spatial context.

Competitive learning can decorrelate sparse place outputs (Franzius et al., 2006)

by evenly distributing place fields, but we show that this can also be performed by

a tightly-coupled interneuron providing feedback to nonlinear place units. Inter-

estingly, Savelli and Knierim (2007) combined their Hebbian spiking model with

a subnetwork of interneurons and also demonstrated more uniform dispersal of

place activity, though it was not critical to place field formation overall. Here, we

show that while an activity threshold (as in their integrate-and-fire neurons) can

indeed lead to the formation of place fields, balanced inhibitory feedback provides

field formation in a way that also results in an informative population spatial rep-
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resentation without initially requiring learning.

Further, while assuming diversity of spatial phase and orientation, we did not

introduce variance among the subfields of individual grid-cell response maps (e.g.,

spatial jitter and anisotropy (Franzius et al., 2006) or peak-rate variance (Rolls et al.,

2006)). We wanted the heterogeneity of place coding to be a function solely of the

afferent weight permutation and the network dynamics. Though, if there is intrin-

sic variability between grid fields, then it may facilitate the aperiodicity of place

cell responses and, perhaps, the efficacy of remapping as driven by MEC realign-

ment. Additionally, we supposed that for a “naive” network in a novel environ-

ment, there is no reason to assume a restricted number of or particular functional

organization for the cortical afferents. Thus, our place units integrate several hun-

dred MEC grid inputs (Amaral et al., 1990) with homogeneous subfields and het-

erogeneous spatial metrics. This is a worst-case scenario for producing place-like

outputs due to nearly uniform cortical activation across the environment. Even so,

we demonstrate that balanced competitive network dynamics can transform this

low-information rate code rapidly into operational spatial representations.

3.5.3 Competitive network dynamics can prototype spatial codes

Evidence in mice shows that both NMDA and protein synthesis are necessary for

the long-term stability, but not the short-term formation, of hippocampal spatial

maps (Kentros et al., 1998; Agnihotri et al., 2004). In rat hippocampus, place fields

can be observed on the first pass through a novel environment (Hill, 1978); though

the response is initially unstable, it evolves and stabilizes with experience (Frank

et al., 2004). Together, these results suggest that hard-wired network dynamics

may have a role in forming the initial active state of hippocampal networks in

a novel environment. We use the model presented here to explore the role for
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feedback inhibition as a putative component of these network dynamics.

CA3 interneurons, including those located in stratum lucidum (s.l.), are driven

both as feedback and feedforward units and exhibit afferent-specific synaptic trans-

mission pathways (Acsady et al., 1998; Pelletier and Lacaille, 2008). This supports

the idea that these interneurons participate as a node in two separable inhibitory

circuits: that of local recurrent synaptic drive and that of extrinsic feedforward

synaptic drive. Given this, there are two different possible modes of interpreta-

tion for the model presented here. First, we can suppose it represents a functional

coupling of DG and CA3 spatial coding, in which the nonlinearity threshold λ ab-

stracts feedforward mossy-fiber inhibition and the feedback inhibition modulated

by Jinh abstracts the recurrent trilaminar interneurons of DG and s.l. interneurons

of CA3. This interpretation has several caveats in that it does not deal effectively

with the intrinsic pattern separation capabilities of DG (Acsady and Kali, 2007),

the role of NMDA in DG for spatial selectivity in novel environments (Croll et al.,

1992; Leutgeb et al., 2007), the diversity and typology of DG interneurons (Sik

et al., 1997) and the strength and complexity of excitatory–inhibitory interactions

between DG and CA3 (Buckmaster and Schwartzkroin, 1995; Jaffe and Gutierrez,

2007). These caveats, however, serve to illustrate the substantial scope of inhibitory

mechanisms within and between these perforant path target structures that shape

and control the relatively sparse output of their principal cell populations.

Second, we can suppose that direct entorhinal–CA3 collaterals of the perforant

path (Witter, 2007) are afferent to a separable microcircuit consisting of CA3 pyra-

midals and feedback inhibition mediated by recurrent drive of s.l. or other in-

terneurons. In this case, λ would represent either a constant local inhibition or

the intrinsic membrane excitation threshold of the pyramidal cells. There is evi-

dence in CA1 that interneurons participating in recurrent circuits, which exhibit
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broad, complex and cell-specific spatial modulation (Kubie et al., 1990), are in-

deed tightly coupled with their presynaptic principal cells (Marshall et al., 2002;

Maurer et al., 2006). Further, interneurons in both CA1 and CA3 have distinct sep-

arable pathways for recurrent synaptic transmission (for review, see Pelletier and

Lacaille, 2008). Furthermore, this interpretation is bolstered by evidence in DG

NR1 knock-out mice that NMDA-dependent plasticity in DG is necessary for rate

remapping in CA3 but not the positional recoding in distinct contexts necessary

for global remapping (McHugh et al., 2007). Behavioral and electrophysiogical evi-

dence in rates further reinforce this decoupling of DG and CA3. Subregion-specific

pharmacological blocking of NMDA receptors demonstrates behavioral differenti-

ation, between the CA1/DG subregions and CA3, in the ability to transfer learned

spatial tasks to new environments (Lee and Kesner, 2002). Further, general phar-

macological block of NMDA receptors in a novel environment blocked the emer-

gence of spatial selectivity in DG but left CA3 place coding unaffected (Leutgeb

et al., 2007). This indicates that DG implements competition among its granule

cells through processes of synaptic modification, whereas at least some of the capa-

bility of CA3 to form sparse codes may be dependent on intrinsic hard-wired net-

work dynamics (Moser et al., 2008). If so, this may be unique among hippocampal

subregions, as competitive selection of CA1 active subsets in novel environments

is a long-timescale process likely to be plasticity-dependent (Karlsson and Frank,

2008). However, there is evidence suggesting that dynamic competitive selection

of active units occurs in amygdala (Han et al., 2007), indicating that other brain

areas may utilize network dynamics as a substrate for rapid memory formation.

As such, we suggest that this second interpretation both better matches the

simple structure of our network model and allows for an interesting hypothesis

of a parallel microcircuit in CA3 that makes prototype spatial codes immediately
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available based on direct entorhinal input. Indeed, as DG and CA1 may require

experience-dependent plasticity for competitive sparse coding, there may be a

functional niche in hippocampal processing for a rapid “bootstrap” of a neuronal

index based on direct cortical input. Indeed, such an index has been theorized for

decades as a primary hippocampal function in service of episodic memory forma-

tion in neocortex (Teyler and DiScenna, 1986; Teyler and Rudy, 2007). In novel en-

vironments, this is particularly important because there is no previously learned

spatial representation that can be autoassociatively retrieved (Marr, 1971). Fur-

thermore, this hypothesis posits a role for the entorhinal layer II projection to CA3

along the perforant path (Witter, 2007) to drive this prototyping process. This is

consistent with the idea that an active perforant path input is necessary to enable

associative synaptic modification during the encoding of new spatial information

(Treves and Rolls, 1992).

This role for inhibition may be a component of its overall information pro-

cessing contribution to spatial learning and stabilization in the hippocampus (cf.

Paulsen and Moser, 1998). Learning mechanisms in the DG and CA3 networks

may be able to improve the spatial coding deficiencies of these prototype maps

with experience. Several model show that long-term heterosynaptic depression

may improve spatial specificity by de-tuning the afferent inputs contributing to

secondary place fields (Rolls et al., 2006; Savelli and Knierim, 2007; Molter and

Yamaguchi, 2008), though that is potentially limited by those that are activated

by grid inputs that also contribute to a unit’s primary place field. Furthermore,

it has been observed that initially large active subsets in CA1 become smaller, in

an apparently competitive manner, with long-timescale experience in a new envi-

ronment (Karlsson and Frank, 2008). Associative synaptic modification in the DG

and CA3 networks may similarly serve to competitively improve network spar-
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sity, though the dynamics of plasticity and inhibitory control are likely to reflect

mechanisms distinct from CA1 (Leutgeb et al., 2004; Nitz and McNaughton, 2004;

Karlsson and Frank, 2008). Lastly, both models and experiments show that place

fields can shift and skew (Gerstner and Abbott, 1997; Mehta et al., 1997) and be-

come substantially larger with experience (Wallenstein and Hasselmo, 1997; Mehta

et al., 2000; Rolls et al., 2006). These experience-dependent effects are likely to de-

pend on excitatory associational synapses in the place population, which were not

modeled here.
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Chapter 4

Rapid Global Remapping Induced by
Entorhinal Realignment

“No, of course you didn’t go to Mars; you would know that, I
would think. Aren’t you always bleating about going?”

He said, “By God, I think I went.” After a pause he added, “And
simultaneously I think I didn’t go.”

“Make up your mind.”
“How can I?” He gestured. “I have both memory-tracks grafted

inside my head; one is real and one isn’t but I can’t tell which is which.”

—Philip K. Dick, We Can Remember It For You Wholesale

115
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4.1 Introduction

4.1.1 Hippocampal remapping

Since the discovery (O’Keefe and Dostrovsky, 1971) and early characterization

(Ranck, 1973; O’Keefe, 1976; Muller et al., 1987) of the spatially selective responses

of place cells in rat hippocampus (for review, see Section 1.3), the study of how spa-

tial representations change has become a critical line of research into hippocampal

function. Changes in environmental, contextual, motivational and other sorts of

inputs can induce varying degrees of associated changes in hippocampal spatial

representations. This is referred to generally as remapping.

Early on, remapping was explored by Muller and Kubie (1987), who examined

place coding changes in response to minimal environmental modifications. Muller

and Kubie found that rotations of proximal cues in a cylindrical enclosure elicited

corresponding rotations of place fields, and that changing the scale of the enclo-

sure caused about one-third of place cell responses to scale similarly. Such cue-

dependence contributes to the coherence of spatial representations despite minor

changes, but does not effectively restructure of the spatial code. However, over

half of the cells they recorded in the rescaled cylinder did not also rescale, and

instead developed place fields completely unrelated to their responses in the orig-

inal environment. Quirk et al. (1990) then found that almost all place cells also

remapped in the same environment depending on whether or not they were intro-

duced to the chamber in darkness. This “complete remapping” demonstrated that

place cells can support multiple independent population spatial maps. To empha-

size that substantial changes in place-cell response could be driven by minor cue

changes, Bostock et al. (1991) showed the development of divergent spatial maps

over time by simply changing the color of a proximal cue card from white to black.
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Subsequent studies of hippocampal remapping significantly expanded under-

standing of the causes, flexibility and diversity of remapping effects. There are

distance-dependent effects of cue changes in conditions of rate remapping (Het-

herington and Shapiro, 1997). Changing the color of the enclosure causes com-

plete remapping (Kentros et al., 1998). Large mismatches in head-direction cues,

greater than 45◦, can provoke the instantaneous formation of a new representation

(Knierim et al., 1998). Motivational changes in the animal, due to task require-

ments or conditioning, have been shown to elicit remapping: partial remapping

and place field directionality can be task-dependent (Markus et al., 1995), different

within-task reference frames may have independent maps (Jackson and Redish,

2007), and contextual fear conditioning can induce remapping (Moita et al., 2004).

Further, different degrees of partial remapping can be evoked by moving a maze

through three-dimensional space (Knierim and McNaughton, 2001) or rotating it

through different reference frames (Zinyuk et al., 2000; Cressant et al., 2002). No-

tably, the extent of remapping may be limited to local sensory environments, such

that connected spaces are independently represented (Paz-Villagran et al., 2004).

More recent studies have attempted to elucidate the subregional differences

in remapping as a response to contextual change. Leutgeb et al. (2004) showed

that subregion CA3 forms distinct cell assemblies in different rooms, regardless of

enclosure similarity, whereas CA1 spatial codes were modulated by the similar-

ity of the proximal environment. This was confirmed, along with demonstrating

that CA3 active ensembles change less than CA1 ensembles for very minor al-

terations, by immediate-early gene imaging (Vazdarjanova and Guzowski, 2004).

Then, Leutgeb et al. (2005) used population vector analysis of spatial correlation

to argue for a primary dichotomy in remapping: that there is rate remapping, in

which population rates randomly recode due to local context changes; and “global
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remapping”, in which both locations and population rates randomly recode due

to a major shift in environment (e.g., a different room). Subsequent population

vector studies of the transition between two distinct environments have shown

both attractor-like dynamics and incremental adjustments commensurate with cue

changes depending on whether the training protocol was shuffled (Wills et al.,

2005) or progressive (Leutgeb et al., 2005), respectively.

4.1.2 Entorhinal realignment

After the discovery of grid cells in MEC (Hafting et al., 2005; Witter and Moser,

2006), the role of spatial information in entorhinal cortex with respect to hippocam-

pal remapping became a critical question. Fyhn et al. (2007) performed simul-

taneous recordings of CA3 place cells and MEC grid cells under various remap-

ping protocols and found that grid-cell responses changed contiguously with hip-

pocampal remapping. This was observed in two global remapping conditions:

a different enclosure in the same room caused a randomization of grid spatial

phases; an identical enclosure in a different room produced random displacements

of both the spatial phase and orientation of the grids. This grid “realignment”

did not occur in conjunction with hippocampal rate remapping. Further, Fyhn

et al. found that the colocalized ensembles of grid cells from which they recorded

realigned coherently (i.e., by the same phase and orientation change). Notably,

more recent preliminary data of simultaneous recordings from both hemispheres

suggests that coherence in MEC realignment may extend beyond local ensembles

(Hafting et al., 2008).

The observed contiguity of MEC realignment and hippocampal global remap-

ping (Fyhn et al., 2007) is both temporal, in that they occur simultaneously and

at the same short timescale, and of degree, in that they are both all-or-none phe-
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nomena. Both components of this correspondence suggest a direct mechanism in

which entorhinal response changes drive the formation of statistically indepen-

dent hippocampal spatial codes in conditions that induce global remapping. The

local coherence (Fyhn et al., 2007) and, preliminarily, the bi-hemispheric coher-

ence (Hafting et al., 2008) of entorhinal realignment indicate the possibility that

realignment is globally coherent across MEC. It is unclear how a global, coordi-

nated shift in MEC response properties could produce divergent representations

in hippocampus. Colgin et al. (2008) suggest two hypotheses: that there are multi-

ple, independently realigning modules in MEC and that MEC is a large continuous

map of space which re-references itself in different environments to randomize the

spatial phases of grids with different spatial frequencies.

4.1.3 Modeling MEC realignment and remapping

Despite the overall diversity of remapping behavior, we will use our model of

hard-wired spatial map formation (Chapter 3) to benchmark global remapping by

simulating MEC realignment. That is, we restrict the approach to whether certain

forms of randomization of cortical responses can effectively produce randomiza-

tions of the place and rate codes of the spatial maps. The basis for this assessment

is a simulated remapping “experiment” involving the comparison of two environ-

ments: an initial reference environment A, determined by a randomly sampled

phase and orientation vectors; and a modified environment B, created by adjust-

ing the cortical representation of A in a way specified by the parameters of realign-

ment. The model does not account for visual landmarks, path integration inputs,

or other factors that affect place cell activity in hippocampus, all of which may have

some role in remapping. However, the model we present is a functional readout of

MEC grid firing rate maps, so our assessment is naturally restricted to rate-based
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propagation of changes in entorhinal responses associated with the “orthogonal-

ization” of spatial coding under global remapping (Leutgeb et al., 2005; Fyhn et al.,

2007). Other models, for instance, demonstrate that temporal phase-based coding

may contribute to place field formation (Molter and Yamaguchi, 2008), and thus

may indicate another component of realignment-based remapping.

The detailed competitive balance for place units in our model is heterogeneous

throughout the environment. This heterogeneity is a result of a different cortical

input profile at every location in the environment. Combined with nonlinear inte-

gration of those inputs in each place unit, small input and place coding changes can

be amplified. This mechanism may provide a form of activity-dependent pattern

separation (Lee et al., 2004; Leutgeb et al., 2007), which can contribute to and en-

hance remapping despite local coherence in cortical response changes (Fyhn et al.,

2007). Thus, we continue now to explore hippocampal remapping under various

conditions of MEC realignment and suggest that modularity in realignment may

be necessary to account for the complete orthogonalization of spatial coding inher-

ent to global remapping. We use the hypothesis of modular realignment and the

separability of phase and orientation adjustments to construct different realign-

ment scenarios.

4.2 Methods

The same phenomenological model of MEC grid-cell responses and dynamic com-

petitive model of spatial map formation as previously described (Section 3.3) are

used here to assess entorhinal realignment and hippocampal remapping.
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4.2.1 Simulation of MEC realignment

To explore remapping as a function of cortical realignment, we examine various

realignment scenarios. Realignment is implemented by adding translational and

angular adjustments to the spatial phase and orientation vectors, respectively, of

the simulated MEC inputs. Unless otherwise specified, these realignment parame-

ters are randomly sampled: phase adjustments uniformly from an annulus of 5.0–

25.5 cm; orientation adjustments uniformly from 66 degrees clockwise (CW) to 78

degrees counter-clockwise (CCW). These ranges correspond to the observed range

of MEC realignment (Fyhn et al., 2007). When phase and orientation realignment

are combined, the rotation for the angular adjustment always follows the spatial

phase adjustment and is then performed with respect to the mid-point of the 1m

square environment.

Realignment modules are implemented as random equal-sized partitions of the

simulated MEC population. In modular realignment scenarios, each module has

its own independently sampled realignment parameters. For the realignment vari-

ance condition (Figure 4.11b), white noise vectors of the specified SD are added to

the alignment vectors. In describing certain remapping examples in Section 4.3.2,

will we refer to conditions of full phase and orientation realignment based on the

number of modules: N = 1 indicates global coherence, whereas N = 2 and N = 4

indicate two and four independent modules, respectively.

4.2.2 Population measures of remapping

We measure remapping strength as a function of the pair-wise spatial coding struc-

ture of place units active in both an initial environment A and a modified envi-

ronment B. For place (positional) remapping, we compute 1 − Pearson r of the
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pair-wise distances between maximal response locations of units between envi-

ronments. That is, if N place units are active in both A and B, then there are

n = N(N − 1)/2 pairs of coactive units. We compute inter-unit distance vectors

~DA and ~DB for each environment:

~DE = [Dp
E]np=1

Dp
E =

√
(X i

E −X
j
E)2 + (Y i

E − Y
j
E)2, for (i, j) = k(p) (4.1)

where E is environment A or B, X i
E and Y i

E denote the maximal response location

of unit i in environment E, and k is a list, indexed by p, of all coactive unit pairs

(i, j). Then, place remapping strength is computed as

∆Place(A,B) = 1− corr( ~DA, ~DB)

= 1− n
∑
Dp
AD

p
B −

∑
Dp
A

∑
Dp
B√

n
∑

(Dp
A)2 − (

∑
Dp
A)2

√
n
∑

(Dp
B)2 − (

∑
Dp
B)2

(4.2)

where the sums are taken over all pairs p ∈ {1, n}. Similarly, for rate remapping,

we compute 1− Pearson r of pair-wise normalized rate differences between envi-

ronments. Using the vectors ∆~RA and ∆~RB,

∆~RE = [∆Rp
E]np=1

∆Rp
E = (Ri

E −R
j
E)/(Ri

E +Rj
E), for (i, j) = k(p) (4.3)

whereRi
E is the maximum rate of unit i in environmentE, we compute rate remap-

ping strength as

∆Rate(A,B) = 1− corr(∆~RA,∆~RB)

= 1− n
∑

∆Rp
A∆Rp

B −
∑

∆Rp
A

∑
∆Rp

B√
n
∑

(∆Rp
A)2 − (

∑
∆Rp

A)2
√
n
∑

(∆Rp
B)2 − (

∑
∆Rp

B)2
. (4.4)

Values for ∆Place(A,B) and ∆Rate(A,B) range from 0.0, indicating no change in

the relative structure of the place or rate code, to 1.0 (or possibly greater, due to
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anti-correlation), indicating statistical independence between the spatial maps for

environments A and B.

Single-unit remapping measures are also computed under various realignment

conditions. As a measure of positional recoding, we computed the distance be-

tween maximal response locations in environments A and B (Figure 4.4a),

∆Xi =
√

(X i
A −X i

B)2 + (Y i
A − Y i

B)2. (4.5)

Similarly, as a measure of rate recoding, we computed the normalized rate change

for a single unit between environments (Figure 4.4b),

∆Ri =
max(Ri

A, R
i
B)−min(Ri

A, R
i
B)

max(Ri
A, R

i
B)

. (4.6)

This yields an unsigned value from 0.0–1.0 indicating the relative degree of rate

change for unit i between A and B.

4.2.3 Realignment visualization

Realignment parameter sweeps (Figure 4.11) were created similarly to the param-

eter sweeps for spatial coding (Section 3.3.5). Here, a single random network fixed

at the parameter reference-point of Jinh = 2.5 and λ = 1.5 was used. Randomly

chosen spatial phase and orientation alignment vectors were used to create the

cortical representation of the initial environment A, followed by simulating its cor-

responding spatial map. These alignment vectors were then modified as specified

for the realignment sweeps and a spatial map for the the resulting modified envi-

ronment B was simulated. For each sampled increment in the realignment adjust-

ments, positional and rate remapping strengths (Section 4.2.2) relative to environ-

ment A were computed to visualize the realignment-dependence of remapping.

To visualize the unit pair-wise data underlying the remapping measures (Equa-

tions 4.2 and 4.4), we first computed the corresponding distance ( ~D) and rate dif-
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ference (∆~R) vectors for all coactive pairs of place units. We then created two-

dimensional histograms of the scatter data for positional ( ~DA, ~DB) and rate (∆~RA,

∆~RB) remapping for several example remapping experiments (Figure 4.6). His-

tograms consist of 64 × 64 bins representing ranges of up to 120 cm distances or

±70% normalized rate differences.

Population cross-correlograms for remapped representations were computed

in the same way as autocorrelograms (Section 3.3.5) except that the complex con-

jugate of the spatial ratemap for environment B was used for the convolution.

To visualize the statistics of remapping strength across various realignment

conditions, we computed means and 95% confidence intervals (CIs) for both place

and rate remapping strength for sample sets of 15 random remapping experiments

(Figure 4.12). For each sample set, we plot an ellipse centered at the mean remap-

ping strength whose width and height correspond to the place and rate remapping

confidence intervals, respectively.

4.3 Results

We begin by presenting an example remapping experiment to show that random

recoding occurs in individual place units. This is followed by a more comprehen-

sive analysis of a series of examples showing different types of realignment. We

use these examples to introduce strict pair-wise measures of place and rate remap-

ping. Finally, we then proceed to systematic evaluations of the role of cortical

non-coherence and the ability of entorhinal realignment to effectively drive global

remapping.
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Figure 4.1 Example remapping experiment involving two independent
realignment modules. A. Schematic of the two realignment modules as
they adjust independently. B. The distribution of input fluctuations across
the environment changes continously throughout MEC realignment. Each
map is normalized to its respective maximum and minimum values to
show the relative fluctuations in high contrast. Contiguously, the norms
of the output spatial maps also change with realignment, in a way that
is largely uncorrelated with concurrent cortical input norms. The output
maps maintain sparse and informative spatial representations throughout.

4.3.1 Recoding with two modules

First, we present an example remapping experiment driven by two independently

realigning cortical modules. The MEC population is randomly partitioned to cre-

ate modules (see Methods), so each module consists of 250 grid maps in this ex-

ample. Each module is assigned randomly sampled realignment parameters that

specify the adjustments that will be added to the spatial phase and orientation vec-

tors of the grid maps. In this way, the cortical representation of a random, initial
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Figure 4.2 Place units recoding under MEC realignment. Individual re-
sponse rate-maps of example place units demonstrate remapping contigu-
ous with realignment of the cortical inputs.

environment A is modified to create the representation for a subsequent environ-

ment B. Simulated spatial maps for A and B can then be compared to assess the

quality and degree of remapping that has occured in the outputs. Schematics of

the two realigning modules are shown with two intermediate realignments (at 33%

and 66% of full realignment) to illustrate the progression of cortical non-coherence

(Figure 4.1a). Recall that we measure the magnitude of population rates by com-

puting vector norms across the environment (Equation 3.6). MEC population ac-

tivity (Figure 4.1b, top) and the corresponding spatial map produced by the model

(Figure 4.1b, bottom) show that the distributions of input and output fluctuations

change substantially as the realignment progresses. The output norms do not obvi-

ously follow changes to the distribution of input norms (Figure 3.14; Section 3.4.5).
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Importantly, the output spatial code maintains a sparse but stable representation

of the environment thoughout the realignment. There are no apparent large-scale

changes to the quality of the spatial representation.

If these changes in the output norms are reflective of remapping, then indi-

vidual place units should demonstrate a diversity of random recoding across the

transition from environment A to B. Response ratemaps for three example active

units show the full typology of recoding that would be expected of global remap-

ping (Figure 4.2). Unit 13 loses a strong place field in A to become a dead unit in

B. Unit 27 does the opposite, responding with a strong field only as the realign-

ment to environment B completes. Unit 150 recodes by forming a place field in

B in a location distinct from its similarly strong field in A. Notably, units 13 and

150 demonstrate responses in the 33% realignment that are similar but weakened

and/or shifted compared to their initial place fields in environment A.

4.3.2 Remapping under different types of realignment

We now examine five example remapping experiments driven by different MEC

realignment conditions (Figures 4.3–4.10): coherent rotation (45◦ CCW; ‘rotate’);

coherent shift ((∆x,∆ y) = (11.0,−8.0) cm; ‘shift’); full coherent realignment (com-

bined rotate and shift; ‘N = 1’); and full modular realignment (randomly sampled

parameters1; ‘N = 2’ and ‘N = 4’). The realignment parameters for the three coher-

ent conditions were chosen as mid-range values to represent what may be ‘typical’

realignment. Below, the examples will be referred to by the labels for their respec-

tive realignment conditions.

1Modular realignment parameters: N = 2: [7.4◦ CCW, (−2.9, 15.4)], [16.2◦ CCW, (−19.4, 13.6)];

N = 4: [48.9◦ CW, (13.9,−2.6)], [16.2◦ CW, (−20.7,−10.2)], [26.7◦ CW, (−12.6, 17.4)], [56.2◦ CCW,

(−14.0,−16.5)]
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Figure 4.3 Effective place and rate remapping is only apparent when grid
rotation is combined with phase shifts. Examples are shown of random
networks remapping from novel environment A to novel environment B
under different realignment conditions: orientation realignment only (ro-
tate); phase realignment only (shift); and full realignment with population
coherence (N = 1), two coherent modules (N = 2), and four coherent mod-
ules (N = 4). Recoding is shown for place units active in both environments
A and B. Arrows for each unit show the change in maximal response lo-
cation from environment A to B and are colored by normalized peak-rate
change (white, no change; red, maximal change).

To directly visualize the recoding of the spatial map between environments A

and B, we constructed quiver plots over the environment (Figure 4.3). All place

units that are active in both environments are represented by an arrow, with the

tails and heads positioned at the maximal response locations in A and B, respec-

tively. Unfortunately, there is no satisfactory way to represent units that are active

in only one environment, so they are not included. Rate recoding is measured

as a normalized rate change (Equation 4.6) and represented by the color of the
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Figure 4.4 Distributions of peak positional and rate changes show the re-
coding behavior of individual place units. A. Distance between peak rate
locations in environment A and environment B show a coherent remap-
ping mode in the shift condition, and more dispersed mode for the rotate
condition. B. In contrast, normalized peak rate changes between A and B
show a coherent mode in the rotate condition that is not apparent in the
other realignment conditions. More uniform recoding distributions are
indicative of better remapping, but these per-unit measures are not dis-
positive for the complete orthogonalization inherent to global remapping.

arrow, with white indicating no change between environments and red indicat-

ing maximal change. The rotate condition, which is not observed experimentally,

is a simple coordinate transform of the cortical inputs. Thus, only a small sub-

set of units randomly remap, with most following the rotation of the inputs. The

units that shifted position also tended to significantly change their peak response

rates while those that followed the inputs did not. Histograms of these single-

unit positional shifts (Equation 4.5, Figure 4.4a) and rate changes (Equation 4.6,

Figure 4.4b) for the rotate condition further illustrate that few units recode sub-

stantially. The mode for positional recoding, though, is more dispersed than for

rate changes since the distance that an active field in A shifts generally depends

on its distance from the mid-point of the environment. However, the mode for
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rate changes is somewhat dispersed, with at least 29 units beyond 0.0% showing

rate changes up to 15%. This indicates that, even in this worst-case condition for

eliciting remapping, the rate code is being altered by the small subset of units that

randomly remap to different regions of the environment (i.e., those shifting>50 cm

in Figure 4.4a), changing the local competitive balance within pre-existing neigh-

borhoods of place fields. The shift condition, similarly, shows a division between

place units that shift their responses coherently and those that randomly remap

(Figure 4.3), though rate recoding appears more substantial across the population

than in the rotate condition. This is verified in the histograms: the narrow mode

around 13.6 cm for positional shifts is due to the input-following subpopulation

while the long tail results from the random recoders (Figure 4.3a); further, there is

no strong coherent mode for rate change, indicating that the population rate code

was randomized (Figure 4.3b). Spatial phase shift, even completely coherent, en-

ables more random recoding by causing more place fields to lose their respective

cortical input peaks. The larger subset of units that remap is then able to decohere

the rate code throughout the environment by upsetting the competitive balance

between neighborhoods of input-following place units.

Global remapping in response to environmental change may also involve both

components of MEC realignment (Fyhn et al., 2007). Combining the coherent ro-

tate and shift conditions, referred to here as N = 1, eliminates any visually ap-

parent coherence in the positional recoding of place unit between environments

(Figure 4.3). The positional histogram for N = 1 (Figure 4.4a) does not have a co-

herent mode and is more symmetrically distributed across the range of distances

from 0–120 cm. The rate-change histogram (Figure 4.4b) does not show a strong

mode but is distributed similarly to that of the shift condition alone. So, from both

the remapping quiver plots and histograms of per-unit recoding data, full MEC
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realignment appears to induce what looks like global remapping of the place-unit

population. The remapping plots for the two modular conditions, N = 2 and

N = 4 (Figure 4.3, bottom row), appear more randomized than that of N = 1, but

it is unclear from the recoding histograms if there is any difference (Figure 4.4).

More informative quantifications of remapping are necessary.

Population ratemap cross-correlation is a measure of spatial response similar-

ity that incorporates the total response of the spatial maps for environment A and

B. As such, it may be more informative than the measures used above that are

based on just the locations and peak rates of maximal responses. Population cross-

correlograms (see Methods) are shown for each of the five realignment condition

examples (Figure 4.5). The rotate condition shows an expanded central peak on the

spatial scale of the entire environment. The shift condition shows an offset peak

correlation at the same scale as the autocorrelation of spatial output (Figure 3.18),

indicating little structural change to the spatial code. Full coherent realignment

produces a more dispersed central peak similar to but weaker than the rotate con-

dition. The modular conditions (Figure 4.5, bottom) yield significantly more dis-

persed and weaker correlations than the coherent case, except for what appears to

be an offset peak in the N = 2 condition. As evidenced by the relative dispersion

of the central peak correlations, realignment modularity decorrelates the spatial

response more effectively than the coherent conditions.

4.3.3 Pair-wise measures of remapping

Now, as a measure of the change of place and rate codes, we examine the rela-

tive structure of relationships between active place units. That is, we want to as-

sess whether subpopulations of place units maintain the same or similar pair-wise

inter-unit distances (Equation 4.1) or rate relationships (Equation 4.3) across MEC
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Figure 4.5 Population rate-map cross-correlograms for A–B remapping
examples. Cross-correlograms are computed in the same way as auto-
correlograms (see Methods) except that the spatial map of environment
B, the result of MEC realignment from A, is complex conjugated for the
Fourier-domain convolution. MEC rotation (rotate) produces significant
dispersion of the central peak, which nonetheless indicates strong auto-
correlation. Translation (shift) yields an offset central peak of the same
scale as output autocorrelation (Figure 3.18b,c). Full realignment, combin-
ing shift and rotation, shows both significant dispersion and attenuation of
centralized correlation across different modularity conditions. Rate-based
decorrelation does not reveal substantial differences in remapping capabil-
ities between non-modular (N = 1) and modular (N = 2, N = 4) MEC re-
alignment. Each correlogram is normalized to the maximum value across
conditions, so colors represent relative correlations.

realignment. Unike the per-unit measures and ratemap correlations discussed

above, a strict population measure of structural remapping will not respond to co-

ordinated shifts or other correlated changes among place units. Thus, for all pairs

of units that are active in both environments A and B, we show inter-unit maximal



4.3 Results 133

Figure 4.6 Pair-wise measures of A–B change reveal residual structure
of previous spatial codes. Remapping shown as two-dimensional his-
tograms (64 × 64 bins) for pair-wise positional (A) and rate-based (B) re-
lationships between all units active in both environments. A. Distance be-
tween maximal response locations in A (D(A)) or B (D(B)) (Equation 4.1).
Histogram maximum counts (left to right): 77, 20, 14, 8, and 7. B. Normal-
ized difference between peak rates in A (∆R(A)) or B (∆R(B)) (see Equa-
tion 4.3). Histogram maximum counts (left to right): 79, 20, 17, 15, and 10.
Only the modular realignment conditions fully randomize the pair-wise
structure of the original spatial map.

response distances (Equation 4.1; Figure 4.6a) and rate differences (Equation 4.3;

Figure 4.6b) as two-dimensional histograms for each of the realignment examples.

These are histograms of the scatter data for environment A (x-axis) against B (y-

axis), so any pair-wise structure of the place and rate codes retained across realign-

ment will contribute to the positive diagonal.

Significant pair-wise correlations withstand realignment in the rotate condi-

tion for both the place and rate components of the spatial map. This is com-

mensurate with the lack of structural change evident in the remapping diagram

(Figure 4.3). Similarly, the shift condition shows a strong positive diagonal for the

place code, but also a non-trivial amount of orthogonalized pair-wise recoding dis-

persed throughout the range of the histogram (Figure 4.6a). The input-following
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Figure 4.7 Pair-wise remapping strength across A–B realignment transi-
tion. Place (A) and rate (B) remapping strengths are shown between every
pair of spatial maps as the MEC inputs realign from environment A to en-
vironment B. There are 25 intermediary spatial maps, so that each pixel
here represents a 4% increment in realignment progress. Values ≥1.0 in-
dicate complete orthogonalization of the realigned place and rate codes.
The width of the diagonal bands is related to the relative effectiveness of
a particular realignment condition to drive remapping, so that a narrow
band indicates fast and efficient remapping.

place units, as a subpopulation, have maintained a coherent positional structure,

contributing to the diagonal. The random recoding units yield randomized pair-

wise distances. The rate histogram for the shift condition, however, is highly dis-

persed with no apparent diagonal correlations (Figure 4.6b). That is, the coherent

shift condition produces both partial positional remapping and substantial disrup-

tion of the population rate code. The full coherent realignment example (N = 1)

demonstrates similar positional remapping as the shift condition, except that the

diagonal mode is weaker. Though, notably, N = 1 demonstrates more appar-

ent rate-code correlation than the shift condition. Both of the modular conditions

appear, at least visually, to have fully orthogonalized both the place and rate struc-

ture of the original spatial map. Thus, measuring pair-wise relative changes may

be more informative than single-unit and population rate-based measures.
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We proceed to quantify pair-wise remapping strength in order to assess the

progression of remapping as environment A transitions into B. We can compute a

scalar measure of place (Equation 4.2) and rate (Equation 4.4) remapping strength

by taking 1−r for the respective pair-wise scatter data, where r is the Pearson corre-

lation. These measures will allow us to quantitatively assess how effectively MEC

realignment can drive remapping. For each realignment condition, we simulated

25 intermediate spatial maps corresponding to 4% increments in the realignment

adjustments from the MEC representation of environment A to that of B. Realign-

ment matrices are shown for the place (Figure 4.7a) and rate (Figure 4.7b) remap-

ping strength between all of these spatial maps spanning A to B. The width of the

diagonal band of these matrices indicates the proportion of total realignment over

which remapping occurs, though the non-modular conditions (rotate, shift, and

N = 1) fail to achieve full orthogonalization. As such, the diagonal width is a

proxy for the overall effectiveness and, if realignment occurs over time, the rela-

tive time-scale of a particular realignment condition for driving the divergence of

spatial codes.

Now, to show the convergence and extent of the remapping process as realign-

ment progresses, we can examine just the place and rate remapping strengths

with respect to environment A (Figure 4.8). The shift condition remaps gradually,

equivalently for the place and rate codes, and falls short of global remapping. Full

coherent realignment (N = 1) likewise falls short while exhibiting a relative deficit

in rate recoding. Indeed, the N = 1 condition exhibited improved place remap-

ping than shift (0.79 vs. 0.66) but worse rate remapping (0.60 vs. 0.72), which

corroborates a visual comparison of the pair-wise data for the two example con-

ditions (Figure 4.7). This is further verified by the statistics of remapping strength

for random sample sets (Section 4.3.6). Both of the modular conditions, however,
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Figure 4.8 Progression of remapping as environment A gradually tran-
sitions into environment B. We simulated 25 intermediary spatial maps
using linear interpolation of the spatial phase and orientation vectors that
determine the alignment of the MEC inputs. Place- and rate-remapping
strength are computed as pair-wise measures of the relative structure of
the spatial code (Eqnations 4.2 and 4.4). Only the modular realignment
conditions are able to completely orthogonalize the spatial representation
for environment B relative to A; more modules does so faster and more
effectively.

Figure 4.9 Population rate correlations throughout MEC realignment.
Pair-wise realignment matrix shows that the decorrelation of absolute
population rate vectors occurs smoothly as the cortical inputs realign. As
with remapping strengths (Figure 4.7), a narrow diagonal band indicates
relatively rapid decorrelation with respect to realignment.

orthogonalize place and rate codes by 80–90% (N = 2) and 30–40% (N = 4) of to-

tal realignment. Thus, fast and effective remapping may only be attained under

conditions of modular realignment and a small number of modules is sufficient.

In the context of a realignment transition between two environments, we can

examine the more traditional measure of population correlation. Here we measure

the pixel-by-pixel correlations of the population ratemaps for every pair of inter-

mediate spatial map in the realignment (Figure 4.9). The width of the diagonal is
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Figure 4.10 Recruitment of independent active subsets is enabled by
modular MEC realignment. A. For each realignment condition, the num-
ber of place units active in none, one or both of the environments. Dashed
lines show expected values if active subsets were independent across en-
vironments (assuming the average sparsity here of 54.8%). B. The mean-
normalized root-mean-square deviation (CV(RMSD)) from the expected
values indicates that only the modular realignment conditions (N = 2,
N = 4) independently recruit active subsets.

consistent across the realignment and the decorrelation is smooth as realignment

progreses. The diagonal band of the rotate condition is as narrow as the N = 4

band, even though former is a simple coordinate shift (Figure 4.3) while the latter

yields complete orthogonalization (Figure 4.8). This demonstrates that population

rate decorrelation is a poor measure of remapping; it is more dependent on the

high-dimensional distance between the spatial maps for A and B than on struc-

tural changes in the spatial code. Our pair-wise measures of relative changes to

the spatial map (Figures 4.7 and 4.8) can differentiate between poor remapping

(rotate and shift conditions) and effective remapping (modular conditions).

4.3.4 Independent recruitment of active subsets

We can test whether active subsets between environments are independently re-

cuited by considering the number of environments in which place units have ac-

tive fields (Figure 4.10a). The realignment conditions that remap well tend to have
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a larger proportion of place units that code for only a single environment, whereas

poorly remapping conditions have more bipartite populations of coding and non-

coding units. If we take the average network sparsity across these experiments

(54.8%) and assume independent recruitment, then we would expect 90, 149, and

61 place units to be active in none, one, or both environments, respectively (dashed

lines). The normalized root-mean-square deviation (CV(RMSD)) from these val-

ues for each condition, which varies from 0.79 (rotate) to 0.13 (N = 4), shows that

only modular realignment enables approximately independent recruitment of ac-

tive subsets (Figure 4.10b).

4.3.5 Realignment coherence

Since our example of coherent MEC realignment (N = 1) is able to produce sub-

stantial remapping, but not full orthogonalization (Figure 4.8), we examine the

limits of the capability of coherent realignment to drive remapping. Fyhn et al.

(2007) observed phase realignment (shift) in the range 5.5 to 27.5 cm and orien-

tation realignment (rotation) in the range 66◦ CW to 78◦ CCW. The upper bound

on shift roughly corresponds to half of the maximum grid spacing they observed.

We simulated a realignment sweep (see Methods) of coherent shift from 0.0 to 25.0

cm and coherent rotation from 0◦ to 78◦ CCW (Figure 4.11a). For each of the sam-

ples, we computed measures of remapping strength that quantify changes to the

relative pair-wise structure of place-unit maximal response locations and rates (see

Methods). As such, these measures are not responsive to simple coordinate trans-

forms or correlated changes across the population. The maximum realignment

achieves 0.86 place and 0.84 rate remapping. A moderate realignment of 12.5 cm

shift and 39◦ rotation achieves 0.74 place and 0.71 rate remapping. While this in-

dicates substantial remapping, significant structural characteristics of the initial
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Figure 4.11 Non-coherent realignment of MEC grid-cell responses is re-
quired for orthogonalization of hippocampal spatial coding. Each panel
shows positional (top) and rate (bottom) remapping strength for a re-
alignment sweep of phase realignment (shift) varying with orientation re-
alignment (rotation) under three example realignment scenarios (A–C). A.
Population-wide realignment coherence: every grid map undergoes the
same shift and rotation. The realignment bounds correspond to the max-
imum observed shift and rotation associated with global remapping (27.5
cm and 78◦ CCW; Fyhn et al., 2007). B. Total non-coherence in realign-
ment: white noise is added to grid spatial phase and orientation across
the MEC population. C. Modular realignment: the MEC population is di-
vided into two independently realigning modules (see Methods). Spatial
code orthogonalization is only available under conditions of non-coherent
realignment.

spatial representation remain. As would be expected, rotation by itself has very

little effect: with no shift, full rotation achieves just 0.19 place and 0.04 rate remap-

ping. Further, rotation fails to have much effect even when combined with input

shift across the range tested.

Next, we assess remapping under conditions of non-coherent MEC realign-

ment. The most obvious way to introduce non-coherence is to assume no coher-
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ence and have each grid map realign randomly and independently. We performed

a realignment sweep injecting a range of additive white noise into the MEC spatial

phase and orientation vectors. The SD of the white noise ranges from 0.0 to 10.0

cm for shift and 0 to 12◦ for rotation (Figure 4.11b). Non-coherence in both the

shift and rotation of inputs is effective in leading to significant remapping: 10 cm

SD noise in shift yields 0.95 place and 0.97 rate remapping; 12◦ SD noise in rota-

tion yields 0.86 place and 0.72 rate remapping; combined, the spatial map under-

goes 0.96 place and 1.0 rate remapping. Furthermore, small amounts of noise are

sufficient to achieve remapping similar to the maximum realignment in the fully

coherent condition: 5 cm shift SD and 6◦ rotation SD yield 0.85 place and 0.79 rate

remapping. Thus, population variance among realigning MEC grids enables ef-

fective remapping. A realignment sweep for two such modules demonstrates that

bisecting the MEC produces effective remapping long before the realignment is

complete (Figure 4.11c). Here, both modules independently follow randomly sam-

pled realignment parameters: the first module shifted by (∆x,∆ y) = (−23.8, 6.2)

cm and rotated by 36.0◦ CW; the second shifted by (5.8,−20.1) cm and rotated by

50.7◦ CW. Note that the random realignment shifts happen to be anti-correlated

while the rotations are correlated; this corresponds well to the rapid remapping

with shift and the more gradual remapping with rotation. Even so, rotation alone

provides 0.82 place and 0.74 rate remapping; shift provides 1.0 place and 0.93 rate

remapping; the full realignment yields 0.97 place and 0.79 rate remapping. Thus,

modular realignment, even with just two modules, combines the effective remap-

ping capability of population variance while preserving local coherence.
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Figure 4.12 Remapping strength statistics for random sample sets of A–B
experiments. A small number of realignment modules are sufficient to or-
thogonalize spatial coding. Means and 95% confidence ellipses (see Meth-
ods) are shown for sample sets of 15 remapping experiments under a vari-
ety of realignment conditions: labels indicate some combination of orien-
tation realignment (r), phase realignment (s) and realignment modularity
(1, 2 or 4). A set of random experiments, where both environments A
and B were independently and randomly sampled, indicates the statistics
of spatial code orthogonalization (rnd). The only sample set to intersect
the random set is that of full realignment with four modules (rs4). No-
tably, orientation realignment only enhances remapping under conditions
of modular realignment.

4.3.6 Statistics of remapping and MEC modularity

Finally, we consider the statistics of remapping strength for a variety of MEC re-

alignment scenarios. For various combinations of shift, rotation, and modularity

of N = 1 (full population coherence), N = 2 or N = 4, we ran 15 random remap-
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ping experiments. For each experiment, a random network created a spatial map

of a random environment A, which was then realigned according to randomly

sampled realignment parameters to create a spatial map of environment B. The

place and rate remapping strengths between the spatial maps for A and B for

each realignment condition are shown as 95% confidence ellipses in Figure 4.12

(see Methods). The case of coherent rotation yielded only 0.33 ± 0.035 place and

0.13 ± 0.026 rate remapping (mean ± 95% CI; not shown). In line with the pre-

vious results for example remapping experiments, the full coherent realignment

(rs1) condition fares worse than the coherent shift (s1) condition, though the dif-

ference is only significant for rate remapping (place: Student’s t = −1.44, N.S.;

rate: t = −2.52, two-tailed p < 0.02). However, with two modules, the rotation

component of full realignment (rs2) enhances mean rate remapping over the shift

condition (s2), but the difference is not significant (place: t = 0.259, N.S.; rate:

t = 1.36, N.S.). Further, increasing modularity in full realignment to N = 4 sig-

nificantly enhances place but not rate remapping (place: t = 2.95, p < 0.01; rate:

t = 0.134, N.S.). As a benchmark for spatial code orthogonalization we ran a con-

trol set (rnd) in which environment B was a random environment unrelated to

environment A. The sample set means and confidence ellipses show a progression

of overall remapping from the shift condition (s4) to full realignment (rs4) to the

random set (rnd) (Figure 4.12, upper right). These experimental sets are not sig-

nificantly different from the control condition, though rs4 (place: p = 0.37; rate:

p = 0.60) is more similar to the rnd set than s4 (place: p = 0.16; rate: p = 0.24).

For MEC realignment and our model of spatial representation, four modules is

minimally sufficient to create statistically independent spatial maps for novel en-

vironments that are structurally unrelated to a previous spatial map.
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4.4 Discussion

4.4.1 Realignment coherence and remapping

The hypothesis of MEC realignment as the immediate cause of hippocampal remap-

ping does not appear consistent with evidence showing that realignment is coher-

ent both within colocalized ensembles (Fyhn et al., 2007) and, preliminarily, bi-

hemispherically (Hafting et al., 2008). If realignment is globally coherent, as these

data suggest, then it becomes difficult to see how any readout of MEC responses

could produce divergent outputs. Thus, some source of global non-coherence may

be necessary to account for global remapping. Two hypotheses have been pro-

posed, initially by Fyhn et al. (2007) and then elaborated upon by Colgin et al.

(2008): first, that there are distinct modules in entorhinal cortex that realign inde-

pendently; second, that MEC represents a large continuous map of space which

is re-referenced in different environments to randomize the spatial phases of grid-

cell responses. These possible realignment mechanisms influenced our assessment

of remapping here.

The continuous-map hypothesis entails a large absolute map independent of

individual spatial representations that must be maintained across long timescales.

Hypothetically, novel environments would provide a new random index into the

continuous map, while familiar environments would induce the retrieval of an

index that restores the original reference frame. Sensory-dependent place–grid

association could provide a mechanism for such index retrieval and stabilization

(O’Keefe and Burgess, 2005). Regardless, this absolute, indexable, long-term map

would have to be accounted for by models of grid cell activity, which are typ-

ically based on either attractor dynamics or oscillatory interference (for review,

see Giocomo and Hasselmo, 2008). However, there is evidence for both func-
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tional and anatomical modularity in entorhinal cortex (Walling et al., 2006; Wit-

ter and Moser, 2006), similar in scale to isocortical columns. If that is the case,

then independent modular realignment may be the more direct path to global non-

coherence. Though, the effective difference between the two hypotheses is small:

the continuous-map hypothesis entails that rotation must be globally coherent and

that spatial phase randomization depends on the spatial frequency of grid cells.

Indeed, Barry et al. (2007) found that grid-cell frequencies tend to cluster around

fixed, non-integer ratios of some minimum scale (cf. Kjelstrup et al., 2008). Such

clustering could effectively provide realignment modularization based on spatial

frequency, with the number of modules scaling with the degree of clustering. Since

coherent rotation does not significantly contribute to our pair-wise measurements

of remapping, the s4 condition that we tested (Figure 4.12) would be equivalent to

simulating the continuous-map mechanism given four frequency-based modules.

The s4 condition remaps very effectively but does not completely orthogonalize, so

a putative continuous-map mechanism might depend on more fine-grained clus-

tering of grid spatial frequencies. For our purposes, the distinction between ran-

dom modules and frequency modules is irrelevant, as we are only concerned with

overall remapping capabilities and not scale-dependent effects.

In comparing the coherent with the non-coherent realignment conditions, we

can consider the role of the rotational component of realignment. Rotation of grid-

cell responses was only observed when an animal was remapping between two

different rooms (Fyhn et al., 2007), as opposed to different enclosures in the same

room. Two interpretations are possible: first, that rotation is a meaningful result

of a more substantial remapping process caused by being in a physically different

location; or, second, that rotation reflects the lack of a common reference frame

between the two rooms for the inputs that determine grid orientation. Here, we
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treated rotational realignment as a separable and potentially important constituent

of the response that generates global remapping. We found that rotation alone,

as expected, does not contribute significantly to remapping. In coherent realign-

ment, the addition of rotation is actually detrimental to both place and rate remap-

ping (see below). However, when considering rate decorrelation as the measure of

remapping, the combination may remap more efficiently (Figure 4.9). In modular

realignment, adding rotational adjustments does enhance remapping overall but

not substantially. The vast proportion of the random recoding of spatial maps be-

tween environments is the result of the spatial phase displacements. Noting these

observations does not make either of the interpretations of rotation more likely,

but we suggest that effective realignment-based remapping should be considered

a function primarily of spatial phase and not orientation.

4.4.2 Network dynamics as a basis for remapping

One of the striking features of the realignment of grid-cell responses in MEC is its

contiguity with global remapping in CA3, evidenced not only by their all-or-none

correspondence but also the nearly instantaneous transition in spatial correlations

(Fyhn et al., 2007). This observation motivated our exploration of a model of spa-

tial map formation constrained by hard-wired network dynamics: if such a model

could create informative spatial representations on the timescale of inhibitory feed-

back, then it could also provide a basis for fast transitions when MEC responses

decorrelate in distinct environments. It has been shown that CA3 rapidly incor-

porates new spatial information (Nakazawa et al., 2003; Lee et al., 2004; Leutgeb

et al., 2006; Leutgeb and Leutgeb, 2007), but that correlations stabilize on a longer

timescale than CA1 (Leutgeb et al., 2004). This prolonged stabilization may be the

result of plasticity among the dense recurrent excitatory synapses of CA3 pyra-
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midal cells, but also perhaps due to the reconciliation of spatially informative in-

put from DG, as it becomes available, with the direct-input prototype map (Sec-

tion 3.5.3). Regardless, the relative duration of the evolution and encoding of new

spatial information can be mitigated by having an initial activity state that is rela-

tively close, in the high-dimensional space of such representations, to a sufficiently

distinct and informative new spatial map. The alternative, an initial state charac-

terized by sparse random activity, would require a much higher degree of reorga-

nization through experience to achieve an operational map that is also statistically

independent of previously learned representations.

Our model demonstrates that a readout constrained by network dynamics can

achieve robust global remapping, for realignment parameters within the observed

ranges, despite varying degrees of coherence. Interestingly, while the globally co-

herent realignment conditions did not orthogonalize spatial codes according to our

pair-wise remapping measures (s1 and rs1 in Figure 4.12), they still produced sub-

stantial remapping. Coherent shift realignment (s1) yielded about 85% place and

80% and rate remapping; measured as population rate decorrelation, this yielded

complete orthogonalization (Figure 4.9), though that is the result of a simple coor-

dinate shift larger than the diameter of most place fields. Somewhat counterintu-

itively, when combined with rotational realignment (rs1) the pair-wise remapping

measures decreased. This suggests that the rotation recovered some of the pair-

wise structure of the previous spatial code. This is not the case, however, in the

modular conditions, where just two shifting modules produces around 95% place

and 85% and rate remapping and adding rotation enhances overall remapping

(Section 4.3.6). The efficacy of modular realignment depends on the connectivity

patterns between modules and place units. Here, we create modules randomly so

that a given place unit has inputs uniformly sampled from the available modules.
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Nonetheless, even with significant amounts of coherence, our model is capable of

amplifying small detailed changes to produce significant remapping.

Beyond pair-wise or rate-based measures as benchmarks of remapping, the

subsets of active units that support the spatial code in distinct environments should

be independently sampled from the place unit population. Both global remapping

and task switching are accompanied by the recruitment of independent cell as-

semblies in CA3 as the neuronal basis of new spatial maps (Leutgeb et al., 2004,

2005; Jackson and Redish, 2007). Further, there is subregional differentiation, as

CA1 and CA3 ensembles exhibit graded and discontinuous changes, respectively,

in response to different degrees of environmental modification (Vazdarjanova and

Guzowski, 2004). Remapping in CA1, then, is similar to the partial remapping that

we observed with coherent shift realignment in which a small subset of place units

randomly recode. However, we found that the same MEC realignment conditions

that effectively orthogonalized spatial codes tended to do so by independent re-

cruitment of active subsets of place units (Figure 4.10). This indicates that modular

non-coherence successfully creates new spatial codes by enabling a new random

subset of place units to develop active place fields.

If we assume, as some evidence suggests, that entorhinal realignment is in fact

globally coherent, then we can consider some relevant implications of our results.

First, we showed that competitive network dynamics can significantly disrupt the

internal structure of a previous spatial map. So, cortical coherence does not neces-

sarily entail redundant and ineffective remapping. Second, depending on either in-

terpretation from Section 3.5.3, this mechanism is a single component of DG/CA3

processing of perforant path inputs. There are other mechanisms for pattern sep-

aration in the system that can certainly contribute to and enhance remapping (Ac-

sady and Kali, 2007; Leutgeb et al., 2007; McHugh et al., 2007). For example, this
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direct-input mechanism for encoding may be complemented by sparse inputs from

strong mossy-fiber projections (cf. Treves and Rolls, 1992) as dentate granule cells

become spatially selective with experience (Leutgeb et al., 2007). Third, remapping

deficiencies are partly a result of considering only A–B remapping experiments. In

actuality, animals visit numerous novel environments throughout their lifetimes.

If we consider three environments (A, B, and C) explored successively, then the

first-order comparisons A–B and B–C will share some residual structural similar-

ity. However, transitively, the second-order A–C pair would be much less similar

than the first-order comparisons. That is, some amount of redundancy between

sequentially visited environments translates to effective orthogonalization of the

representations for non-contiguously experienced environments.

4.4.3 Implications for episodic memory

Intriguingly, and somewhat speculatively, the spatial redundancy observed under

coherent realignment could be framed as a feature of episodic encoding. Con-

sider our three successively visited environments as the respective spatiotemporal

contexts of several sequential episodes. The contiguous episodes, corresponding

to environment pairs A–B and B–C, occured closer in time than non-contiguous

episodes. Correspondingly, the pair-wise structural similarity of the spatial rep-

resentations decreases with temporal distance between events. Various models

of temporal context traces have been posited as a means of binding sequences of

episodes through time (e.g., Howard and Kahana, 2002). Similarly, this redun-

dancy for sequentially experienced environments could contribute a spatial com-

ponent to spatiotemporal context during the encoding of new memories.

Spatial activity in hippocampus has long been theorized to have a critical role in

the translation of behavior and experience into long-term episodic memory (Marr,
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1971; Teyler and DiScenna, 1986; Aggleton and Brown, 1999) and experimental

data have generally been supportive of such a role (Eichenbaum, 1999; Leutgeb

et al., 2005; Dragoi and Buzsáki, 2006; Knierim et al., 2006; Teyler and Rudy, 2007).

Thus, the relative effectiveness of hippocampal remapping, and its analogs in hu-

mans (Ekstrom et al., 2003) or other mammals, could be an important factor in

mnemonic function. Subregion CA3, specifically, may serve to create configu-

ral associations between object or item representations and spatial representations

(Knierim et al., 2006). Non-spatial inputs from lateral entorhinal cortex may mod-

ulate the CA3 population rate code while its place code may provide the associated

spatial context (Hargreaves et al., 2005). Indeed, in the presence of cue changes or

other minor modifications of familiar environments, the CA3 positional code re-

mains coherent with the salient spatial context (Lee et al., 2004; Leutgeb and Leut-

geb, 2007). This contextual coherence is functionally a form of pattern completion.

Such pattern completion may be foundational to the particular sort of neural com-

putation performed by CA3 in familiar environments (Marr, 1971), but it depends

on an encoding process that provides an independent neuronal basis of activity in

distinct contexts. That is, the decoding process of pattern completion requires an

encoding process of pattern separation (Knierim et al., 2006; Leutgeb and Leutgeb,

2007). Thus, a fast, dynamic and input-sensitive readout of MEC realignment may

provide a basis for the rapid reconfiguration of spatial representations necessary

for episodic memory encoding.



150 Chapter 4



Chapter 5

Conclusion

In Chapter 1, we introduced the mnemonic framework for the investigations that

we pursued in later chapters. We discussed the conventional view that parallel

information processing streams within MTL and the parahippocampal areas are

integrated and associated within hippocampus. This view provides the ground-

work for understanding episodic memory formation, but other critical forms of

memory may be separately subserved by discrete elements within those process-

ing streams. Familiarity-based recognition and episodic memory operate at differ-

ent levels of abstraction and with vastly different computational requirements, but

each are individually critical to normal cognition in mammals. We reviewed famil-

iarity processing in perirhinal cortex and spatial representation in hippocampus in

light of these considerations.

In Chapter 2, we presented a minimal model of familiarity discrimination that

we argued is isomorphic to the familiarity computation performed by primate

perirhinal cortex. We trained the model on an empirical dataset of semantic sim-

ilarity as a proxy for the semantic feature space integrated by perirhinal cortex

from its neocortical afferents. We found that the high degree of clustering and

feature correlation within the dataset reduced the effective storage capacity of the

network for performing recognition tasks. However, those correlations revealed
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a word-frequency-based dependency that reproduced a known recognition mem-

ory effect in humans. This word-frequency mirror effect was apparent using a

frequency-based criterion shift for recognition performance; we argued that this

supports dual-process involvement in familiarity discrimination.

In Chapter 3, we presented a competitive model of spatial representation using

recurrent inhibition as a putative mechanism for the hard-wired network dynam-

ics underlying the initial formation of spatial maps in hippocampus. We showed

that the model can be broadly tuned to an excitatory–inhibitory balance state that

produces operationally relevant “prototype” spatial maps based on the concur-

rent response structure of simulated MEC grid-cell responses. The competitive

balance of the resulting spatial codes is heterogeneous across the environment, en-

hancing the input-sensitivity of the outputs. While the entire response is activity-

dependent, we found that the place code is almost instantaneously available whereas

the rate code was generally slower to converge. In hippocampus, this mechanism

could function as a real-time readout, driven by direct entorhinal input from layer

II along the perforant path projection. Under conditions of remapping, it would be

able to respond rapidly and contiguously with MEC realignment.

In Chapter 4, we explored the ability of these prototype maps to remap based

on cortical realignment. To quantify remapping, we considered the pair-wise rel-

ative structure of the place and rate codes; this proves to be a stricter measure of

change than dot-product or correlation measures. We found that coherent realign-

ment can provide substantial, but not complete, remapping. However, the basis of

this remapping is the random recoding of a minor subset of place units, the size

of which depends on the magnitude of displacement. This is inconsistent with the

independent recruitment of cell ensembles in global remapping. We found that

the rotational component of realignment interferes with remapping for coherent
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realignment, but not for non-coherent realignment. Implementing modularity as

a source of global non-coherence, we found that a small number of modules is

sufficient to produce effective and robust global remapping. Modularity also re-

duces the dependence of remapping on the magnitude of realignment. Finally, the

fast, dynamic mechanism presented here may serve to bootstrap the distinct neu-

ronal index of activity in novel environments required for the rapid formation of

detailed episodic memory.

These investigations generally serve to illustrate the importance of the large-

scale structure of the feature spaces that are integrated within models of high-order

processing. In the computational biosciences, emphasis usually rests on complex

and biologically realistic interactions at the expense of understanding or imple-

menting the detailed structure of the inputs to the system. Throughout this work,

our model design was guided by the converse notion, that relatively simple inter-

actions may reveal insights hidden in complicated and structured input spaces.

This approach places a particular burden on the interpretational framework in

which the model and its results are couched, as the biology is always deeper and

more complex than the model represents. However, this is a burden shared gener-

ally by all modeling approaches, regardless of apparent biological realism or plau-

sibility. By shifting the emphasis of computational function to the input space,

we can achieve a more integrative perspective of the model system and, perhaps,

further insight into the computations that it performs.
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